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Welcome

Welcome to the user guide for MODDE 12. MODDE is part of the Umetrics™ Suite
of Data Analytic Solutions.

This is your guide to MODDE and its capabilities. It explains how to install and use
MODDE.

Content

This user guide is divided into 14 chapters, 5 appendices and one reference list. Chapter
1 gives a short introduction of how to use MODDE. Chapter 2 presents an introduction
to experimental design. Chapters 3 - 14 provide step-by-step procedures for creating
and using experimental designs with MODDE.

The Statistical appendix presents short explanations of statistical methods used by
MODDE.

The Design appendix presents short descriptions of the designs available in MODDE.

The Optimizer appendix describes the optimizer feature and the properties of the
different optimizer objectives.

The Design space appendix describes the design space estimation feature.

The Generalized subset designs appendix describes how to create and work with
Generalized subset designs for different applications such as multivariate calibration
and stability testing design in MODDE.

References are available on the references page.
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01-Getting started

Introduction

This help guide is broken up into a number of chapters. To get started it is
recommended that you read through the first three chapters as they contain information
on installing and starting MODDE, the experimental cycle, how MODDE works, and
designing an experiment.

Installation
You can install and run MODDE under Windows 7, Windows 8 and 10.

Note: You must have administrative privileges to be able to install the software.

To install and activate MODDE after purchase, locate the delivery letter and follow the
steps described below:

1.  Download the installation file from the Sartorius Stedim Data Analytics web
page www.umetrics.com using the link in the delivery letter. (Without the
link the downloading is more cumbersome and includes entering name,
address etc.)

2. Open the file and enter personal information as well as product information
found in the delivery letter.

3. If you want the Audit trail to be automatically turned on and locked, select
the Force using Audit trail to log investigation events check box.

After completing the installation, MODDE needs to be activated. Activation is done
either

(a) over the internet automatically

(b) by finding and downloading a license file following the directions in the message
boxes

(c) from an internal license server or
(d) importing a license file from Sartorius Stedim Data Analytics.

Option (d) should only be used in situations where activation according to (a) and (b) is
not possible. See the delivery letter, sent to the license administrator at your company,
for instructions. For more information, refer to the Activate and manage license section
in Chapter 4, File.

Getting started with MODDE

Open MODDE by clicking its icon:
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M)

Getting help

To read about the MODDE software look in the built-in Help (contains the same
information as the user guide). To open the help window, click the question mark icon

2] at the top right of the MODDE window or click File | Help | View help.

Hint: Press F1 to open the help window.

Tutorials

To run tutorial examples, go to www.umetrics.com (Downloads), select an example,
open the investigation used in the tutorial, and follow the analysis steps.

Starting a new investigation

To start a new investigation, on the File tab, click New, then click Experimental
design.

Experimental cycle

The experimental cycle consists of three phases:

1. The design phase where you define your factors and within which ranges
they should be varied, your responses, objective, design and model.

2.  The analysis phase where you explore your data, review the raw data and the
fit, review diagnostics in plots and lists, refine and interpret the model.

3. The prediction phase where you use the model to predict the optimum area
for operability.

Design phase

On the File tab, click New, and then click Experimental design to open the Design
wizard. The Design wizard will guide you through defining your factors, responses,
objective, constraints, and other information. See Chapter 3 for more information about
the Design wizard and the steps involved in the design phase of your investigation.

Once you have completed your experiments, fill in the response data in the worksheet
and change the factor settings as needed.

Analysis phase

After the response values have been entered in the worksheet you can review the raw
data, fit the model, review the fitted model, interpret the model, and refine the model.
The Analysis wizard on the Home tab can help guide you through this phase.
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Explore the data

To explore the unfitted data use the Worksheet tab. Plots and lists available are: the
curvature diagnostic plot, scatter plot, histogram plot, descriptive statistics list,
correlation plot and matrix, and the replicate plot.

For details on the Worksheet tab plots and lists, see Chapter 7, Worksheet.

Evaluate the design

The condition number is used to evaluate the goodness of the design. As a rule of
thumb the condition number for screening designs should not exceed 3. For RSM
designs it should not exceed 10.

Fit
When you are ready to fit a model to your design, click Fit model on the Home tab.
MODDE automatically fits using MLR when the condition number is low and there are

no mixture factors. The fit methods available are MLR, PLS and, if using mixture
(formulation) factors, Scheffé MLR is also available.

Review the fit using plots and lists

After fitting the model, the Summary of Fit plot is displayed summarizing the fit in
four columns:

e  R2: Percent of the variation of the response explained by the model. R?
overestimates the goodness of fit.

e Q%X Percent of the variation of the response predicted by the model according
to cross validation, and expressed in the same units as R%. Q? underestimates
the goodness of fit.

e  Model Validity: A Measure of the validity of the model. When the Model
Validity column is larger than 0.25, there is no Lack of Fit of the model (the
model error is in the same range as the pure error).

e  Reproducibility: The variation of the response under the same conditions
(pure error), often at the center points, compared to the total variation of the
response.

Diagnostics
MODDE has a number of diagnostic plots, for instance:
e  Residual plots to find outliers, drifts, trends etc.
e  Box-Cox plot to select the best transformation of Y.

e  ANOVA, ANalysis Of VAriance, in particular review the lack of fit. The
estimation of lack of fit is only available when there are replicated points as
it compares the pure error and the model error.

Interpret the model

To interpret the influence of terms on the model use the Coefficient and Effect plots
and lists. The interaction plot is particularly useful if your model has strong interaction
terms. To display the interaction plot, on the Analysis tab, in the Model
interpretation group, click Interactions.
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When PLS is used for regression, scores and loadings can be plotted. These plots
provide an overview of the data. On the Analysis tab, click PLS to select the score or
loading plot you want to display.

Refine the model

If you discover bad outliers or want to remove or add a term to the model you can
refine your model.

To remove outliers or insignificant model terms use the interactive Exclude tool.
T
=]

Exclude

Click Exclude and then click/mark the outlier/term in a plot. You can also exclude it in
the worksheet, right-click the specific cell and click Exclude values. The model is
automatically refitted.

Note: When excluding an outlier or model term in a plot, the outlier or model term is
only excluded for the displayed response.

You can add and remove terms from/to the model that are insignificant/significant for
all responses, on the Home tab, in the Model group, click Edit model. To edit a
common model for all responses, set the For response box to All responses.

After refining your model you should once more review the fit and diagnostics.

Note: You can have a different model for each response in the same investigation.

Prediction phase (using the model)

When you are content with the model (fit, predictivity, lack of fit etc.) you can use the
model to make predictions and find the “best conditions” area. The plots and lists to
use for this are found on the Predict tab. Here you can find the Contour plots,
Prediction plots, Sweet spot plot, Optimizer and the Setpoint validation feature.

Help

MODDE’s help is based on this user guide. The user guide documents are transferred
to a compiled HTML file. To read the Help file Internet Explorer must be installed but
does not need to be your default browser.

MODDE Help

The help file is installed at the same time as MODDE and includes interactive help
throughout the program.

To open MODDE's help:
e  C(Click Help Help in a dialog box or wizard.

e  Click the help icon L2 the top right corner of the MODDE window.
e  Press F1.
e On the File tab, click Help, then click View help.
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Use the Contents, Index, and Search tabs to find what you are looking for.

£} MODDE Help - oIEl
& i
Hide Back Prirt  Options
Content - - - - -
Cortents | ndex: | Search | Analysis wizard and One-Click, introduction
@ Welcome ~ . -
5-@ 01Getting started The Analysis wizard can be executed in two modes:
- 02-ntroduction 1. Clicking One-Click to automatically transform the data
- 03-Design wizard and tune the model if appropriate, or
E% ggﬂ:ma 2. Stepping through the pages in a manual mode using Next
" [2) Home tab and investigating each page.
@ Design wizard .
EtQ] Analysis wizard and One-Click One-Click
@ When stepping through the Analysis wizard using One-Click the
7] OneClick simple case tests available on each page are automatically performed and
[ Domtivnn A transformation of the data and/or tuning the model is done
W
€ > automatically. If there is a warning that cannot be handled

Registration and activation
To register and activate, follow the installation instructions in the downloaded package.

To register later, on the File tab, click Help, then click Manage license.

Sartorius Stedim Data Analytics

If you have an Internet connection, you can visit the web page of Sartorius Stedim
Data Analytics (www.umetrics.com) to get the latest news and other information.

On the File tab, click Help, then click Sartorius Stedim Data Analytics to visit the
web page.

About MODDE
To find license information and the version number of MODDE, on the File tab, click
Help.

About MODDE Pro

Version 12

Copyright © Sartorius Stedim Data Analytics AB

Umetrics MODDE, part of the Umetrics™ Suite of Data Analytics Selutions
MODDE® Design of Experiments Sclution

License

License: Activated
License type:

Product version: MODDE Pro
Expiry date:

Running cn Windows Terminal Services:
Running on virtual machine:

HostlD:
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Using MODDE

MODDE ribbon description

MODDE's ribbon interface follows the standard guidelines that Microsoft
recommends. The nomenclature explained here is used throughout the help guide for
explaining where functions are located.

File tab_
iﬂu Ek Access Toolbar
(M) T = el B

Home Design Worksheet Analyze

[===—] Y=/ )
- N Y7 & m
Design Analysis | Specification Edit Fit  Summar
wizard wizard - model™ model~  of fit~

Quick start Investigation || Y= Edit model l

EH  Model list
Menu/

File tab - A menu of commands that involve the entire investigation or the active
window, such as file-related commands.

Quick Access Toolbar - A collection of icons, located on MODDE's title bar, that
provides shortcuts to commonly used commands. Users can add icons to this toolbar or

remove them.

Group - A rectangular region on a tab that contains a set of related controls and
commands. In the example above, the group's name is the Quick start group.

Menu - A list of functions that shows up when a button is clicked.
Contextual tab

Group

Split button

gém 2

uals Observed vs. Contour Sweet Design | Optimizer
predicted - spot™ space~”
ostics & interpretatic.  Process tir.;

W &

Contour 4D Contour Surface

Mixture

A 22

Contour 4D Contour

Gallery I
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Split button - A split button is a button that completes two different actions depending
on where the user clicks. Clicking the top half of the button with the image opens the
most commonly used item in the gallery, or a wizard that can create any of the gallery
items, while clicking the arrow under the button opens a gallery or menu offering more
choices.

Contextual tabs - Tabs that are only displayed under certain circumstances. An
example of this is the Optimizer tab that only appears after clicking Optimizer on the
Predict/Home tab.

Gallery - A rectangular window that presents an array or grid of visual choices to a
user.

Response selection Help
- 0 X

Select responses: |[ All responses ~| & g

1| a £9

eet Design | Optimizer | Exclude Undo

t* space~
Optimize Editing
) Optimizer
Tooltip
ﬁ Activate the Optimizer toolbox to find and analyze the optimal

conditions or best compromise,

Select responses/Select factors - In MODDE this box can be used to change the
responses selected for the currently active plot. For some plots the Select factors box
is available allowing selection of factor.

Help - Clicking the help icon opens MODDE's help.

Tooltip - A small window that displays descriptive text when a mouse pointer rests on
a command or control.

Keyboard shortcuts

MODDE includes many keyboard shortcuts in order to access commonly used
functions. Many of these shortcuts will be familiar to Windows users, while some are
MODDE specific.

Key assignments can be modified as desired in the Options dialog, Keyboard page.

MCODDE gptions Category: &
Investigation options file =
Commands: Key assignments:
Lists
- - A | [Clrl+n Assign
Customize ribbon Experimental design
- Import external design T
Quick access toolbar Complement design e
Generalized subset designs Al
Design from candidate set
Theme Design from scores Press new shortout key:
RED-MUP o
Restore finan
Description:
Crazta = now imvachnatinn v

Cancel Apply Help
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KeyTips

In order to quickly navigate around MODDE using almost exclusively the keyboard
instead of the mouse, MODDE implements the same system of KeyTips as Microsoft
Office.

1. Press the Alt key to see the KeyTips.

2. Then press the indicated number or letter to run the associated command.

w O e
m 1112] 3] [a MODDE Pro

Home Design Worksheet Analyze Pre
” H D w A P
, [====1 = <
b N Y7 & wm

Design Analysis | Specification Edit Fit  Summary @O
wizard wizard . model* model*  of fit~

General keyboard shortcuts
Copy: Ctrl+C, Ctrl+Insert

Paste: Ctrl+V, Shift+Insert

Cut: Ctrl+X, Shift+Delete

Print: Ctrl+P

Undo: Ctrl+Z, Alt+Backspace

Save: Ctrl+S

Delete: Delete

Select all: Ctrl+A

Insert: Insert

Full screen: F11

Start a new investigation: Ctrl+N
Open a different investigation: Ctrl+O
List/spreadsheet specific

* Ctrl+arrow up/down/left/right moves the cursor to corresponding edge of the
worksheet.

* Shift+arrow up/down/left/right - same as above but also selects cells.
* Alt+PgUp/PgDn scrolls left/right by page.

* Shift+Home/End scrolls the worksheet to the left/right marking cells.
* Ctrl+Shift+Home/End marks from current cell to top left/bottom right.
* In RED-MUP and Specification tabbed windows: Ctrl+PgDn/PgUp selects
next/previous tab.

MODDE specific keyboard shortcuts

Open the Design wizard: Ctrl+W

Open the Analysis wizard: Alt+W

Add to favorites: Ctrl+D

Add to report: Ctrl+R
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Properties: Alt+Enter

Mini toolbar

The mini toolbar appears when you click a plot or plot element and allows you to
change the look of the plot or plot element. Some elements in plots and lists can be
customized individually without using the Format Plot dialog box. This is useful if
you would like one specific data point to stand out with a different shape, size, glow, or
color. The settings icon on the mini toolbar allows you to turn off the mini toolbar
completely.

To see if an element can be individually customized, click the element, then look at the
mini toolbar to see the available options. Common options include:

3
I Format plot - Opens the Format Plot dialog box.
“¥ Select - Swaps to the Select tool.

~% Zoom - Swaps to the Zoom tool.

 Add plot element - Adds or removes a plot element such as a header, footer,
timestamp, or regression line.

Iig Symbol style - Choose between one of nine different styles for points in a plot.

13_"'Symbol size - Choose the size of the symbol for plot points.

B2 Fill color - Changes the fill color.

Line width - Appears when clicking a line; changes the width of the line.

* Line style - Appears when clicking a line; changes the style of the line.
= Line color - Appears when clicking a line; changes the color of the line.

segoe Ul ~111 " 'pont and font size - Change the font and font size of the text.

AN Grow font and Shrink font - Increase or decrease the size of the text.
A Font color - Change the font color for the text clicked.

L Bold and Italic - Change the text to bold or italic for the specified plot element.
& Hide element - Hide the plot element.

14 Save as default style - Save a plot element as the default style for that element.

w Settings - Settings related to the mini toolbar including the ability to turn it off.

Quick access toolbar

The quick access toolbar is the collection of icons at the top left of the MODDE
window.

The default commands, from left to right, are:

e Open - Open investigation.
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e  Save - Save investigation.
e Copy - Copy the current plot or list.

e  Undo - Undo last action.

The arrow to the right provides a menu with more options to add to the quick access
toolbar. Click More Commands... in the menu to open the Customize window
allowing you to add almost any command in MODDE to the quick access toolbar.

O FHE9D:
Customize Quick Access Toolbar
v Open
v Save
Print
Paste
Cut
v Copy
Delete
¥ LUndo
Insert

Sort

More Commands...

Show Below the Ribben

Minimize the Ribbon

For more on the Copy to Clipboard dialog box that opens when copying a plot, see the
Save and save as section in Chapter 4, File.

Customizing the user interface

MODDE's user interface of ribbons, quick access toolbar, and keyboard shortcuts can
be customized. You can add or remove functions from any of the tabs or the quick
access toolbar, based on what you use most often. You can also add or change
keyboard shortcuts so that your most commonly used commands are easy to access.

To customize MODDE's interface,
1. On the File tab, click Options.

2. Click the area you wish to change; Customize ribbon, Quick access
toolbar, Keyboard, or Theme.

3. Make the desired changes and click Close.

All elements of the interface can be reset to their default state by clicking Reset on the
appropriate screen. The default theme is MODDE, a customized theme.

Investigation

Experimental plans in MODDE are organized into investigations. You can think of an
investigation as a file folder containing all of the information related to a particular
experiment. When you select or open a given investigation you can access, display and
use all of its information. This information is organized in the following components:
factors, responses, constraints, inclusions, candidate set, model, design, worksheet,
analysis, predictions, optimizer, audit trail, notes, and design space.

10
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Managing investigations
Investigations are binary files saved by MODDE with the extension *.mip.
You can create new, open, and save investigations.

You can double-click a MODDE investigation (a *.mip file), in Microsoft Explorer, to
open that investigation.

MODDE does not save the fitted model. In order to review the results of the analysis
and use make predictions, you need to fit the model by clicking Fit model or have
Automatic fit turned on (default) in File | Options, MODDE options, when the
investigation is opened. After the model has been fitted, you can open plots and lists to
review the model and fit and create prediction plots and lists.

Compatibility with older MODDE versions

All investigations from MODDE 9 and upwards can be opened in this version of
MODDE (the reverse is not true).

1"
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General description

MODDE - (MODeling and DEsign) is a Windows program for the generation and
evaluation of statistical experimental designs.

Methods of statistical experimental designs have evolved since the pioneering work of
Fisher in 1926. These methods, further refined by Box, Hunter, Scheffé, Tagushi and
others, provide users with a powerful methodology for efficient experimentation.

What is modeling and experimental design?

Experimental design is how to conduct and plan experiments in order to extract the
maximum amount of information from the collected data in the presence of noise. The
basic idea is to vary all relevant factors simultaneously, over a set of planned
experiments, and then connect the results by means of a mathematical model. This
model is then used for interpretation, predictions, optimization and identifying a design
space.

Objectives of modeling and experimental design

During an investigation you need answers to the following questions:
e Which factors have a real influence on the responses (results)?
e Which factors have significant interactions (synergies or antagonisms)?

e What are the best settings of the factors to achieve optimal conditions for
best performance of a process, a system or a product?

e What are the predicted values of the responses (results) for given settings of
the factors?

An experimental design can be set up to answer all of these questions.

Screening models and designs

Screening is the first stage of an investigation where the goal is simply to identify the
important factors. An important factor is a factor that causes substantial changes
(effects) in the response when it varies.

In the screening stage simple models (linear or linear with interactions) are used, and
experimental designs that allow the identification of the factors with the largest effects
in the fewest possible number of experimental runs.

13
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MODDE supports: Full factorial, Fractional factorial, General subset designs, L-
designs, Plackett Burman, Rechtschaffner, Onion, D-Optimal designs, Reduced
combinatorial designs, Definitive screening designs, Stability testing designs, and
RED-MUP for screening experiments.

With mixture factors, MODDE supports the classical axial design when the region is a
simplex.

Note: The screening designs Generalized subset designs and Stability testing designs
are available in the Specific application design section on the File | New menu.

Number of factors in screening designs

Process factors: MODDE supports up to 32 factors in problems involving process
factors only.

Mixture factors: Up to 20 mixture factors are allowed in problems involving mixture
factors only.

Process and mixture factors: In problems involving both mixture and process factors,
up to 12 factors are supported.

Number of factors with split objective

Split objective is available only when there are both process and mixture factors
defined. Up to 12 factors are supported.

Response surface modeling (RSM) designs

After screening, the goal of an investigation is usually to approximate the response by
a quadratic polynomial (model) in order to:

e Understand in more detail HOW the factors influence the response; get a
map of the system.

e  Make predictions, optimize or find a region of operability.

MODDE supports: Three-level full factorial, central composite (CCC, CCO and CCF),
Box Behnken, Rechtschaffner, Doehlert, Onion, and D-Optimal designs for RSM
investigations.

With mixture factors, MODDE supports the modified simplex centroid when the
experimental region is a simplex.

For investigations with only qualitative terms no square or cubic terms can be
estimated. Creating RSM designs for such investigations is therefore impossible.

Number of factors in RSM designs
Process factors: RSM designs are supported for up to 20 process factors

Mixture factors: Up to 15 mixture factors are allowed in problems involving mixture
factors only.

Special Cubic Model is supported for up to 8 mixture factors, and the full cubic for up
to 5 mixture factors.

Process and mixture factors: In problems involving both mixture and process factors,
up to 12 factors are supported.
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Number of factors in split objective

Split objective is available only when there are both process and mixture factors
defined. Up to 12 factors are supported.

Fit methods

The data collected by the experimental design are used to estimate the coefficients of
the model. The model represents the relationship between the response Y and the
factors X1, X2, etc.

MODDE uses multiple linear regression (MLR) or Partial Least Squares (PLS) to
estimate the coefficients of the terms in the model. MODDE recommends PLS when
the investigation has a high condition number.

Multiple Linear Regression (MLR)

With Multiple Linear Regression the coefficients of the model are computed to
minimize the sum of squares of the residuals, i.e. the sum of squared deviations
between the observed and fitted values of each response. The least squares regression
method yields small variances for the coefficients and small prediction errors. It is
important to note that MLR separately fits one response at a time and hence assumes
them to be independent.

Partial Least Squares (PLS)

PLS deals with many responses simultaneously, taking their covariances into account.
This provides you with an overview of how all the factors affect all the responses.

PLS has been extensively described in the literature so only a brief description is given
here.

e PLS finds the relationship between a matrix Y (response variables) and a
matrix X (model terms).

e  PLS contains the multiple regression solution as a special case. With a single
response or different models, and a given number of PLS dimensions, the
PLS regression coefficients are identical to those obtained by multiple
regression.

e The PLS model consists of a simultaneous projection of both the X and Y
spaces on a low dimensional hyper plane with new coordinates T
(summarizing X) and U (summarizing Y), and then relating U to T.

This analysis has the following two objectives:
1. To well approximate the X and Y.

2. To maximize the correlation between X and Y in the projected space
(between u and t).
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The dimensionality, number of significant PLS components, is determined by cross
validation (CV), where PRESS (Predictive Residual Sum of Squares) is computed for
each model dimension. MODDE selects automatically the number of PLS dimensions
that give the smallest PRESS.

PRESS is then re expressed as Q* = (1 - PRESS/SSy), where SSy is the sum of squares
of Y.
Results

Both MLR and PLS compute regression coefficients for each response. Thus Y is
expressed as a function of the X's according to the selected model (i.e. linear,
interaction, or quadratic).

Analysis phase

All results of model fitting, by MLR or PLS, are displayed in the same way,
graphically and in lists.
Review the model fit

Review the model fit by examining the following;

e Summary of the fit, R?, Q% Model validity, and Reproducibility for every
response,

e  (Coefficients and their 95% confidence intervals,

e ANOVA table, and

e  Effect plots for screening designs.

Assess model adequacy
Assess the model adequacy further by reviewing the following plots;
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e Normal probability plot of residuals,
e Plot of residuals against fitted values, run order or other factors, and

e  Box-Cox plot to check for the optimal transformation of the response.

For PLS, summary of the fit by component and PLS score and loading plots are
available.

Prediction - using the fitted model

Use the fitted model to make predictions in the form of;
e  Contour and rotatable 3D plots.

e Optimizer to find the “best conditions” for a desired profile of the responses.
This helps in the interpretation of the results and to find a region of
operability.

e  Sweet Spot plot to draw a plot highlighting areas were the responses are
within the specified ranges.

e  Design Space to estimate the area of operability.

e  Setpoint analysis and validation to investigate factor tolerance and
robustness.

Conventions

Limitations in investigation names

The following characters cannot be used: =\/: * “? <>|.

Limitations in factor and response names
The following characters cannot be used: ~* ?\ =[] and $.

The length cannot be larger than 50 characters.

Case sensitivity

MODDE is case insensitive. Lower or upper case in names will be displayed as
entered, but for all comparisons lower or upper case are considered the same.

Menu and tab reference syntax

In this user guide we use the following syntax when referring to the File tab
commands:

e  (Click Tab | Command. An example: Click File | Save.
e On the Tab tab, click Command. An example: On the File tab, click Save.
e (Click Command on the Tab tab. An example: Click Save on the File tab.

In this user guide we use the following syntax when referring to tab
commands/buttons:

17
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On the Tab tab, in the Group group, click Command. An example: On the
Home tab, in the Model group, click Fit model.

Click Command, in the Group group, on the Tab tab. An example: Click
Fit model in the Model group on the Home tab.

Click Tab | Command | Menu item. An example: Click Home |
Specification | Worksheet.

In this user guide we use the following syntax when referring to a tab/menu item or
gallery item accessed by clicking a button:

On the Tab tab, in the Group group, click Button | Menu item. An
example: On the Home tab, in the Diagnostics & interpretation group,
click Contour | Surface.

On the Tab tab, in the Group group, click Button, and then click Menu
item/Gallery item. An example for menu: On the Home tab, in the
Investigation group, click Specification, and then click Worksheet. An
example for gallery: On the Home tab, in the Diagnostics & interpretation
group, click Contour, and then click Surface.

Click Tab | Button | Menu item. An example for menu: Click Home |
Specification | Worksheet. An example for gallery: Click Home | Contour |
Surface.

Select and mark

Select or Mark an item in plots, lists, or menus signifies clicking the item leaving it
highlighted.

Vector and matrix representation
R2 in MODDE is in this user guide denoted both R2 and R?,

Capital letters signify matrices, for ex. X, Y, P, T.

Letters typed in lower case signify vectors, for ex. X, y, p, t.

Suggestions for further reading on experimental

designs

Box, W.G. Hunter and J.S. Hunter, “Statistics for Experimenters”, John
Wiley & Sons, Inc., New York (1978).

Box and N.R. Draper, “Empirical model-building and Response Surfaces”,
John Wiley & Sons, Inc., New York (1987).

C.K Bayne and 1.B. Rubin, “Practical Experimental Designs and
Optimization Methods for Chemists”, VCH Publishers, Inc., Deerfield
Beach, Florida (1986).

Haaland, “Experimental Design in Biotechnology”, Marcel Dekker, Inc.,
New York (1989).

J.A. Cornell, “Experiments with Mixtures”, John Wiley & Sons, Inc., New
York (1981).

D.C. Montgomery, “Design and Analysis of Experiments, John Wiley &
Sons, Inc., New York (1997).
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Introduction

The Design wizard provides guidance through setting up a new project or changing an
existing one. The steps of the Design wizard are;

1.
2.
3.
4.
5.

Define factors,

Define constraints that limit the design region,
Define responses,

Select objective, and

Select model and design.

Accessing the Design wizard

To open the Design wizard, on the Home tab, in the Quick start group, click Design

wizard.

Hint: Press Ctrl+W to open the Design wizard.

Factors

The first page of the Design wizard is the Define factors page. This page contains the
Factors spreadsheet so you can define (enter new factors), modify, and/or delete
factors. Selecting the Place constraints on the experimental region box and clicking
Next opens the Constraints page of the Design wizard. If there are no constraints
placed on the experimental region, then clicking Next opens the Define responses

page.
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Design Wizard =
E Define factors
Factors: 2 (2 process, 0 mixture)
Mame Abbr. Units Type Use Settings Transf
1 Air Air kg/h Quantitative Controlled  240to 284 | Mone
2  EGR% EGR % Cuantitative  Controlled  6to 12 Mone
< >

New... Edit... Delete

[ Place constraints on the experimental region

< Back Finish Close Help

Factor definition dialog box

The Factor Definition dialog box can be accessed either from the Design wizard, or
from the Factors spreadsheet.

e On the Design tab, in the Specification group, click Factors. Double click
the last row of the spreadsheet.

e  From the Design Wizard's factor page, click New....

The Factor Definition dialog box is divided in an upper part and a lower part. The
upper part displays Factor name, Abbreviation, and Units and is available
independently of what is displayed in the lower part of the dialog box. The lower part
has two tabs: General, which is the default tab when opening the dialog box, and
Advanced.

Factor Definition

Factor name: | Needlelift Units: | ETDC

Abbreviation: | NL

General | Advanced

Type of factor:

Pdea . ogElD A . bBio.

Cancel Help

Factor name

Enter the Factor name with up to 50 alphanumeric characters.

Abbreviation

The Abbreviation, used as the plot label in plots, is automatically filled with the first 3
characters of the factor name. You can change the abbreviation if desired, using up to 5
characters.
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Units

Enter the unit of the factor (optional). The units are displayed in the factor spreadsheet
and can optionally be displayed in the worksheet, plots and lists. To display the units in
the worksheet,

1. On the File tab, in Options, click MODDE options.
2. Set Show units in lists to Yes.
3. Click OK.

Hint: To set the units of a factor as °C (degrees Celsius), use Alt+0176 for the ASCII
code. Hold down Alt, then press 0176 in succession, using the number pad on your
keyboard.

General tab

On the General tab of the Factor Definition dialog box, select the type of factor to be
defined in Type of factor, the factor settings in Low and High or Settings, how it is
used in Use, and the Factor range. When the type of factor is Quantitative or
Quantitative multilevel, the Advanced tab has additional settings.

General | Advanced

Type of factar:
(®) Quantitative

Quantitative multilevel

High:

(JFiller
Time
Use:
(®) Controlled
() Uncontrolled
() Constant

Predision in factor setting:

Factor range: = “) sTDC

Factor type and settings

Process factors are regular factors (i.e. temp, pH, etc.) that are not part of a mixture or
formulation. They are expressed as amounts or levels, and can be varied independently
of each other. Quantitative, quantitative multilevel, and qualitative factors are
process factors.

Mixture factors are expressed as the fraction of the total amount of the formulation.
Their experimental ranges lie between 0 and 1.

Mixture factors can be defined as Formulation or Filler.

For quantitative and formulation factors, the Low and High fields should be filled with
the desired values.

For quantitative multilevel and qualitative factors, the levels planned to be used should
be entered. For a qualitative factor each entry in Settings must be text, optionally
including numbers. For quantitative multilevel each entry must be a number.
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Note: You can have both mixture factors and regular process factors defined as
quantitative or qualitative in the same experiment.

MODDE supports up to 12 factors when both process and formulation factors are
defined in the same design. With only process factors, MODDE supports up to 32
factors for screening designs and up to 20 for RSM designs.

Note: MODDE is limited in the range of the factor values. Factors ranging over a
larger range (for example, low at 0.0001 and high at 10000) cannot be treated as
factors.

Quantitative (default)

Quantitative factors are continuous factors defined at two levels, Low and High. To
define more than two levels, click Quantitative multilevel.

Quantitative multilevel

To specify more than two levels for a quantitative factor click Quantitative
multilevel.

MODDE supports up to 24 levels for quantitative multilevel factors. Constraints are
not allowed with this type of factor, and the available designs are Generalized subset
designs, Reduced combinatorial, Mixed full factorial, D-Optimal, and three level
designs when applicable.

The Time factor in the stability testing designs is a special multilevel factor, see details
further down in this subsection.

Qualitative
To specify a qualitative factor, click Qualitative.

Qualitative factors are discrete. For a qualitative factor, the levels should not stand in
relation to each other. If the levels are a range, although discrete, then the factors
should be defined as quantitative multilevel.

MODDE supports up to 24 levels for quantitative multilevel factors. Constraints are
not allowed with this type of factor, and the available designs are Generalized subset
designs, Reduced combinatorial, Mixed full factorial, D-Optimal, and three level
designs when applicable.

RSM designs cannot be created with only qualitative terms. With one or more
quantitative terms present up to 20 extended qualitative terms are allowed for RSM
designs.

Formulation
To specify a mixture factor, click Formulation.

Define a mixture factor as Formulation, when it is not an inert filler. Define the
experimental range of the mixture formulation factor by entering its Low and High
values.

MODDE supports up to 20 formulation factors in screening designs and up to 16 in
RSM designs.

Filler
Click Filler to specify a mixture factor as a filler when:

e  [tis always present in the mixture. That is, the sum of the High of the other
mixture factors does not exceed 1.
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e Itaccounts for a large percentage of the mixture.

e  Youare NOT interested in estimating the effect of the filler.

For a filler factor, the experimental range Low and High value fields are unavailable as
it will be calculated as 1 minus the sum of the other mixture factors.

Note: Only one mixture factor can be defined as Filler.

A typical example of a filler factor is the solvent in a synthesis.

When you specify a filler factor, MODDE checks that the above conditions are met,
and generates:

e A slack variable model (a model with the filler factor left out).

e  (lassical or D-Optimal process design.

If the conditions are not met, MODDE issues a message, and changes the filler factor
to formulation.

Time

When creating a stability testing design, the Time factor is predefined with the default
settings 0, 3, 6, 9, 12, 18, 24, 36.

You can change these default settings, but the Time variable cannot be removed.

Use

Under Use you can select how the factor will be used in the design. A factor can be
Controlled, Uncontrolled, or Constant.

Controlled (default)
If the factor settings can be controlled, leave Use at the default setting (Controlled).

These factors can be regular process factors (i.e. pH, Temp, etc.) defined as
quantitative, quantitative multilevel or qualitative, or mixture factors, defined as
formulation or filler.

A Filler factor can only be defined as Controlled; other options are unavailable.
Uncontrolled

Define a factor as Uncontrolled (under Use) if it cannot be controlled, but you want to
measure and record its value. Examples of such factors are ambient temperature or
humidity.

Only regular quantitative factors can be uncontrolled, for all other factor types the
option Uncontrolled is therefore unavailable.

Constant

Define a factor as Constant (under Use) when you want the worksheet to display a
setting of a factor that is not changed.

Quantitative, qualitative, and formulation factors can be defined as Constant factors.

When mixture factors are constant, the mixture total T for the controlled mixture
factors is equal to: T = 1 - ¥[constant mixture factors].

Multilevel quantitative and filler factors cannot be defined as Constant.

23



MODDE 12

Precision in factor setting

Specify the precision of the factor, on the General tab of the Factor Definition dialog
box, under Precision in factor setting, enter a value in the Factor range field. The
factor range is specified as + the given value.

"

To reset the precision to the default value (5% of factor range), click Undo

The specified precision defines the limits of the 95% interval estimate. The precision is
used in calculations of Probability of failure, Optimizer calculations, Setpoint analysis,
Setpoint validation, and in the robust setpoint search.

Advanced

For quantitative and quantitative multilevel factors, the Advanced tab of the Factor
Definition dialog box provides the possibility to transform the factor and change the
MLR scaling. For regular quantitative factors it is also possible to define the number of
decimals to be used for the factor from this tab.

General | Advanced

Transform: Logarithmic v | 10Log(c1+c2)
Cl: |1 c2: |0
MLR scaling: Orthogonal W
PLS scaling: Unit Variance
No. of decimals: |Free Y]
Transform

To transform a factor, click the Advanced tab of the Factor Definition dialog box,
and in the Transform box click the transformation of your choice.

When you transform a factor, the design is created in the transformed units, but the
worksheet is expressed in original units. Hence transformation of a factor will change
the center point and the star point values in the worksheet.

@

All transformed factors are displayed with a (tilde) near the name in lists and plots.

The following transformations are available:

Transformation Description
None Default
Linear Ci*Y+Co
Logarithmic Logo(C1* Y + Cy)
Negative Log -Log1o(C2 - C1 *Y)
Exponential eClrY+c2)
Logit Logio((Y - C1)/(C2 - Y))
Power (Cox Y +Co)
where C; can be any value from -2 to 2.
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When a transformation is selected (except None), the relevant constant fields are
displayed.

The field C3 is only displayed for the power transformation.

MLR scaling

When fitting with MLR, the factors can be scaled using orthogonal, mid-range, or unit
variance scaling in the Advanced tab of the Factor Definition dialog box.

Orthogonal (default)

The factors are centered and scaled using the mid-range and Low and High values
from the factor definition. This is the system default.

Mid-range

When factor is scaled using mid-range, it is centered only using the mid-range of the
factor. Mid-range is calculated as (High+Low)/2 where High and Low are the values
available in the worksheet.

Unit variance

When you select to scale a factor to unit variance the worksheet columns are scaled
and centered to unit variance in the calculations.

Mixture factors
When fitting the model with MLR, the mixture factors are not scaled.

The model can be fit in pseudo components. This is recommended when the mixture
region is regular.

For investigations containing both process and mixture factors, by default process
factors are orthogonally scaled and the mixture factors are unscaled. The coefficients
displayed as scaled and centered correspond to this default scaling of the variables i.e.
mixture unscaled and process orthogonally scaled. If you select to display the unscaled
coefficients, they correspond to all factors unscaled, including the process factors.

Hint: Select the same scaling for all the factors of the same type; the system default is
recommended.

PLS scaling

When fitting the model with PLS, all factors including mixture factors are always
scaled and centered to unit variance.

For mixture factors, when you select a fit method with pseudo components, the mixture
factors are first transformed to pseudo components and then scaled to unit variance
(pseudo components can be switched on/off).

No. of decimals

In the Advanced tab of the Factor Definition dialog box, you can select the number of
decimals.

The values for number of decimals are: Free, 0, 1, 2, 3, 4 and represent the number of
digits displayed after the decimal point.
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The No. of decimals-value should correspond to the precision with which the factor
can be set in your equipment. It is important that it is not set too low since after setting
this value all values for that factor will be rounded accordingly in the worksheet. If you
do not know the precision of the instrument, leave No. of decimals set to Free. Free
means that no rounding off of the results and values corresponding to this factor will
take place.

For example, the settings of a factor in a CCC design, is its high value (in orthogonal
scaled units) multiplied by the 4™ root of the number of runs in the factorial part of the
design. If the precision of this factor is set to 0 all decimal digits are removed from this
factor setting in the worksheet and computation will take place using the values in the
worksheet.

Constraints

A common problem is that experimentation may not be possible in some region of the
experimental space. For example it may not be possible to have high temperature and
simultaneously low pH, and you want to cut-off the corner High temp, Low pH. In
MODDE this is solved by adding a constraint.

A linear constraint is a function of the factors that specify a part of the experimental
region to be included or excluded.

The resulting experimental region is an irregular polyhedron. The corners of this region
are called the extreme vertices; they constitute part of the candidate set, i.e. a discrete
set of potentially good runs.

D-Optimal designs are the only designs available when the experimental region is
constrained to an irregular polyhedron.

Constraints can be defined for quantitative or formulation factors.

Defining constraints

The constraints page of the Design wizard provides the opportunity to limit the
possible region for the design. This page is only available if the Place constraints on
the experimental region check box is selected on the factors page of the Design
wizard.

In the spreadsheet, each constraint (one per row) is defined as a mathematical relation.

Note: To add a constraint with only two factors, MODDE can help you do this
graphically once the Design wizard is closed. On the Design tab, in the Specification
group, click Constraints.

Click Next to go to the response page of the Design wizard.
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Design Wizard =
E Define constraints
Constraints limit the possible area for the design.
1 2 3 4 5 ] 7 g

1 butane isopent reformt caterk alkylat Operator Limit

2 Exclude: 1 1 = - 0.3

3 I Exclude: 1 1= -

4 Exclude: < -

Commands ~ | () If you want to add a constraint with only two factors MODDE can help you de this graphically in the
" Constraints window which you will find on the Design tab.

< Back Finish Close Help

Defining constraints in the spreadsheet

To define a constraint in the spreadsheet, enter the coefficients Ak of every factor in the
constraint. Select “<* or “>* and enter the Limit of the constraint.

An example of entering a constraint in the spreadsheet
For example, in an experiment with four mixture factors:

X1 qualitative 3 levels: A, B, C

X2 qualitative 2 levels: K, L

X3 mixture

X4 mixture

X5 mixture

X6 mixture

A set of constraints may be entered as follows:

1 2 3 4 5 ] 7
1 X3 X4 x5 X6 Operator Limit
2 Exclude: 1 1 1« -
3 Exclude: 1 1« -

The first constraint specifies to exclude the experimental region where the sum of X3,
X5, and X6 is < 0.6.

The second constraint specifies to exclude the experimental region where the sum of
X4 and X6 <0.3.

Constraints supported

MODDE supports linear constraints, specified as exclusions, for quantitative process
factors or mixture factors Xk of the form

2AXrk < Limit
or
2AiXk > Limit

A constraint cannot be defined to include both quantitative and formulation factors.
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Constraints cannot be defined in quantitative multilevel, qualitative, filler,
uncontrolled, or constant factors.

MODDE supports up to 50 linear constraints.

Constraints in qualitative or quantitative multilevel factors

Qualitative factors and quantitative multilevel do not appear in the constraint
spreadsheet and cannot be used in constraints.

When you have a constraint between two qualitative factors, it is recommended that
you convert them to one single qualitative factor.

For instance, you have Granulators A, B, and C with Chopper or not but Granulator C
does not have a Chopper. You should then, instead of specifying two qualitative factors
'Granulator' and 'Chopper’, specify one factor 'GranulatorChopper' with the five
settings 'GranulatorA_ChopperYes', 'GranulatorA ChopperNo',
'GranulatorB_ChopperYes', 'GranulatorB_ChopperNo', and 'GranulatorC_ChopperNo'.

Alternatively, delete the undesirable combination in the candidate set.

Responses

Defining responses

In the response page of the Design wizard you can define (enter new response),
modify, or delete responses. Clicking Next opens the objective page.

Design Wizard =]
E Define responses
Responses: 2
Name Abbr, Units Transform Type Min T
1 Fuel Fue /st Mone Regular
2 NOx MOx mag/'s Mone Regular
< >

< Back Finish Close Help

Response definition dialog box

The Response Definition dialog box can be opened by double-clicking the last row of
the Responses spreadsheet or clicking New... on the response page of the Design
wizard.

Hint: You can also just type in the last row of the Responses spreadsheet to add a
response.
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Response Definition
Response name: | Soot Units: | mg/s
Abbreviation: So
Options
Transform: Logarithmic w | Formula: 10Log{c1¥Y+c2)
cu|l cz|0

MLR scaling: | Mone

PLS scaling: Unit Variance W
Min:

Target:

Max: 1

Cancel Help

Response name

Enter the response name with up to 50 alphanumeric characters in the Response name
field.

Abbreviation

The Abbreviation is automatically filled with the first 3 characters of the response
name. You can change the abbreviation if desired using up to 5 characters. The
abbreviation is used as the plot label in plots.

Units

Enter the unit of the response (optional). The units are displayed in the response
spreadsheet and can optionally be displayed in the worksheet, plots and lists. To
display the units in the worksheet,

1. On the File tab, in Options, click MODDE options.
2. Set Show units in lists to Yes.
3. Click OK.

Selecting type of response

There are two types of responses: Regular and Derived. After defining the response
and exiting the Response Definition dialog box it is not possible to change the type.
Limits

Fill in the Min, Target, and Max fields if that information is available to you. These

values are then automatically used in the Design Space, Sweet Spot, and Optimizer
windows and displayed in plots where applicable.
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Regular responses

Regular responses are the standard responses measured, entered and fitted in the
current investigation. Regular responses can be transformed and it is also possible to
change the modifier for PLS scaling.

Transformation

The following transformations are available:

Transformation Formula Formula to back transform
None Default

Lin Ci*Y+C (x—Cg)/Cu

Log Logio(C1 * Y + C2) 1/Ci* (b*—C»)

Negative Log

-Log1o(C2 - C1*Y)

1/Ci* (C2— b*)

from -2 to 2.

Exp eClrv+C2) 1/C1* (In(x) — C2)

Logit Loguo((Y - C1)/(Cz - Y)) (10** Co+C1) / (10x + 1)
(C1*Y +Cp)3

Power where C; can be any value (XY —=Cp) / Cy

When a transformation is selected (except None), the constants in the formula are
entered in the fields displayed after selecting a transformation. The C3 field is only
displayed for the power transformation.

Specifying a transformation for a response is done to get the best mathematical fit of

the estimated function.

Note: You can specify or modify the current transformation by right-clicking the
Histogram plot and clicking Transform.

MLR scaling

When fitting the model with MLR no scaling of responses is available.

PLS scaling

When fitting the model with PLS it is possible to scale to unit variance with or without

a modifier.

Unit Variance (default)

With the default scaling option, the responses are centered and scaled to unit variance

when fitting.

Autoscale Modifier

In the PLS scaling box, select Autoscale Modifier to change the modifier. Leaving the
modifier at the default (1) gives the same result as when selecting Unit Variance. Enter
a different value of the modifier and the response will be scaled to unit variance

multiplied by the value of the modifier.

Note: To keep a response out of the analysis set its autoscale modifier to 0.
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Derived responses

A derived response is a computed response as a function of the factors and/or fitted
regular responses. When you add a derived response, you enter its formula. Derived
responses can be edited and deleted.

Derived responses are displayed in the response spreadsheet. The values of the derived
responses are entered automatically in the worksheet when the model is fitted.

Note: Derived response values are only available after fitting the model. When
responses are included in the formula, MODDE uses the fitted (predicted by the
model) values of the responses in the computation.

Defining derived responses

To create derived responses open the Response Definition dialog box, enter the name,
abbreviation and units of the response.

In Type, click Derived, and then click Edit....

This opens the first page of the Derived Response Wizard, which contains
information about derived responses.

Clicking Next opens the page in which you enter the formula for the derived response.

Derived Response Wizard =

ﬁﬂ] Enter the formula for the derived response. Use the symbols 'v1', 'v2', etc for
E ] the available factors and responses shown in the list below.

Formula: | |

Available variables for use in the formula:

5y... MName (=

vl Air

v2 EGR%

v3 Meedlelift

v4 Fuel Pred

v5 MNOx Pred

v& SootPred v

w

< Badk Mext = Cancel Help

When you click Finish, MODDE parses the formula for correctness, and only
computes and displays the derived response in the worksheet, when you fit the model.

The derived response is added to the response spreadsheet and the worksheet.

Modifying a derived response

To modify a derived response, you must edit its formula in the Response Definition
dialog box. You cannot edit the values directly in the worksheet.

Copying or deleting a derived response

Derived responses can be copied and deleted as regular responses.

Note: Derived responses are deleted when regular factors are deleted, or changed and
when responses that are part of the derived response are deleted.
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Using sets of variables in derived responses
In MODDE you generate one derived response at a time.

Hence you can only use sets of variables with the operators avg, stdev, and sum that
return one variable.

Examples using sets of variables

Avg(v[1,3,4] +v[6,8,9])
Results in the average of 3 variables, v1+v6, v3+v8, v4+v9.

Avg(v5 + v[1:6]) is an illegal syntax, the two operands are not of the same size.

Sum(v[1,3,4] +v9)
Results in the sum of 3 variables, v1+v9, v3+v9, v4+v9.

Stdev(v[3:5]*v1)
Results in the standard deviation of the 3 variables v3*v1, v4*v1 and v5*vl.

Avg(v[1:5]*v8/vT)
Results in the average of 5 variables, i.e. the average of variables 1 to 5 each multiplied
by the ratio v8/v7.

Sum(v8/v7 * v[1:5]) is an illegal syntax.
Derived response syntax
MODDE recognizes the following syntax:

e Integer, Variables (factors or responses), List of Integers and Sets of
Variables.

e Integer constant and floating points.
e Operator ¢z’ denotes a sequence, i.e., from: to, for example 6:8 means 6,7,8.
e  List of integers, such as 1,3,5:8 is the same as 1,3,5,6,7,8.

e  Variables (factors or responses) are denoted by vint, where int refers to the
variable number in the worksheet (i.e. v5, v15, for variables 5 and 15).

e A set of variables (matrix) is denoted by v[intl,int2, int3:int4,int6] with
square brackets. /nt refers to the variable number in the worksheet. For
example v[1,5,7:10] refers to the set of variables v1, v5, v7, v8, v9, and v10.

Note: To denote a set of variables use the square brackets [ |, and not regular
parenthesis ().

Operators and functions in derived responses

The operators and functions listed below are recognized and can be used with a single
variable or a set of variables. Operators have the usual precedence, i.e. * > * and / > +
and -. Parenthesis can be used to group expressions in the usual way.

Functions
The functions available are Log!0, Ln (natural log), and Exp (exponential).
Addition and subtraction
Addition/subtraction (+, —) can be applied to:
e A set of variables with a constant.

e A set of variables with a single variable.
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e A set of variables with another set of variables of the same size (they are
added pair wise).

e A single variable with a constant or a single variable.

Power, multiplication, and division

Power, multiplication, and division (*,*, /) can be applied to:
e A set of variables with a constant.

e A set of variables with a single variable.

Note: Power, multiplication and division cannot be applied to a set of variables and
another set of variables. The first operand can be a constant, a variable or a set of
variables, but the second and following operands must be a single variable or a
constant.

Additional operators

The following additional operators apply to variables or sets of variables:

Avg(v[int1:int2]) Average of variables vint1... to vint2

Standard deviation of variables vint1... to

Stdev(v[int1:int2]) vint2

Sum(v[int1:int2]) Sum of variables vint1... to vint2

Note: The parser is not case sensitive (t and T are treated identically by the parser).

Qualitative factors in derived responses

When you use a qualitative factor in the formula for a derived response, enter the
values (weights), to be used when computing the derived response, for each qualitative
level setting. If no settings are entered, '0' is used as value for all settings of the
qualitative factor.

Linked responses

A Linked response is a response available in one investigation but fitted in another.
Linked responses are no longer available in MODDE.

In MODDE 10 and later investigations containing linked responses are converted to
hold different models and/or worksheets. MODDE supports as many models in one
investigation as there are responses.

Objective

Select objective

On the Select objective page of the Design wizard, select the objective of the
investigation.

The Objective is the purpose for creating the design. MODDE recognizes two
objectives: Screening (first stage of an investigation when little is known) and
Optimization (RSM) (optimization with the important factors.). The Split objective
supports both screening and optimization, as does Paste data.

Click Next to open the model and design page of the Design wizard.
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Design Wizard =

ﬁx Select objective
The objective you select determines the choice of designs and models.

() Sereening
Finding the important factors as the first phase of a project using linear and interaction models.

) Optimization (RSM)
Detailed modeling and optimization using quadratic and cubic models. RSM is available in investigations
with up to 20 factors,

() split objective
Finding impartant factors, or optimizing your response when you have both formulation and process

factors, With the split objective you may choose the models for formulation and process factors
separately.

(") Paste data
Paste design data in the worksheet instead of having MODDE creating the design for you.

< Back Close Help

Screening

Select the Screening objective when:

®  You are starting an investigation and know little about the effects of the
factors on the response, the behavior of the response in the experimental
region, or the true size of that region.

e  The goal is to reduce the number of factors to those with the largest effect on
the response.

This objective is available for all types of factors and factor combinations.
Optimization (RSM)
Select the Optimization (RSM) objective when:

e A lotis known about the investigation i.e. important factors, the size of the
region etc.

e  The goal is to approximate the response by a mathematical model for the
purpose of prediction, optimization or finding a region of operability.

This objective is not available when all factors are qualitative.
Split objective
Select the Split objective when:

e  The investigation holds both process and mixture factors

e AND you want to specify separate models for each.

If you want to specify one model for both mixture and process factors, click Screening
or RSM as objective.

The split objective is only available when there are both process and mixture factors
available.
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Paste data

Click Paste data when you have the design and want to paste it instead of MODDE
creating one for you.

After selecting Paste data and clicking Finish, the MODDE worksheet will expand
dynamically to fit the size of the pasted data.

Model and design

Selecting model and design

The Select model and design page of the Design wizard allows for the choice of
design and model.
Design Wizard S

Select model and design

Designs:
Design Recom... Runs Model Pseudo re... Design runs: 14
'::: CCO (star distance: 1.3... First 14 Quadr... Center points: | 3 =
ECCF (star distance: 1) Second 14 Quadr... X =
. Replicates: 1] =
L¥l Full Fac (3 levels) 27 Quadr...
:le Box Behnken 12 Quadr... Total runs: 17
0

2CCC (star distance: 16... 14 Quadr...
I uD-Oph'maI 14+ Quadr...

4 Onion D-Optimal 23-+  Quadr...
7] Rechtschaffner Res V 10 Quadr...
@ Doehlert 12 Quadr...

Central Composite Orthogonal design composed of & full or fractional factorial
design and star points. Power analysis:

-« Desciption| Setfings =
< Back MNext > Close Help

Hint: Sort the list on a selected column by clicking its header.

If your design is classical, click Finish to generate the worksheet. If your design is D-
Optimal or Reduced combinatorial, click Next to open the respective next pages of the
wizard.

Designs in MODDE

The design is the protocol for varying the factors in each experiment. Thus the design
is a set of experimental runs spanning the experimental region.

Clicking Description reveals a short description of the currently marked design.
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Recommended designs

According to the selected objective and number of factors, MODDE recommends two
designs. Continue with the recommended design or select another one by pointing and
clicking or pressing the UP and DOWN arrow keys on the keyboard. MODDE
recommends classical designs whenever possible.

The recommendations are marked First and Second in the Recommendation column.

Runs in design

In the Runs column the number of runs in the design is displayed. When there is a '+'
and/or a '-' sign after the number that means that the number of runs can be changed for
that particular design.

Model

MODDE supports polynomial models, such as linear, interaction, and quadratic. Third
order terms such as cubic or three factor interactions may be added to the model after
design generation. On the Home tab, in the Model group, click Edit model to open the
Edit Model dialog box.

Screening models

Linear and Interaction models are appropriate for the screening objective. When the
model you select is:

e Linear —- MODDE generates the linear model. You may edit the model and
enter selected interactions.

e Interaction —- MODDE generates the full interaction model with all the two
factor interactions included.

RSM models

Quadratic models are used for the RSM objective. For classical mixture designs cubic
designs are also available. When the model you select is:

e Quadratic —- MODDE generates the full quadratic model holding all two-
factor interactions and all the square terms of all the factors.

e  Special cubic or cubic — MODDE generates models accordingly. Such
models are only supported with mixture factors and include all two-factor
interactions, all square terms, and some or all cubic terms.

Split models

When selecting the Split objective, the model for the process factors and the mixture
factors can be specified independently of each other by clicking Settings.

Pseudo resolution for blocked designs

The pseudo resolution of the design is the resolution of the design when all the block
effects (blocking factors and all their interactions) are treated as main effects under the
assumption that there are no interactions between blocks and main effects, or blocks
and two factor interactions.

The Pseudo resolution applies to designs when they are blocked. This means that a
number higher than one has been selected in the Blocks box.
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Power

The power of a design is calculated from the guessed R2, desired alpha and selected
number of runs. In this power calculation all runs and center points are used.

Conventionally, a power that is > 0.8 is typically said to be good (just as alpha is
typically set to 0.05). A higher power is of course better.

See also the Power - how high should it be? subsection later in this chapter and the
Power of the design subsection in the Design appendix.

Design runs
The Design runs box displays the number of runs for the selected design.

When there exist 2 or more fractional factorial designs of the same resolution, with
different number of runs, the number of runs, in the Runs column, is marked with a
“+”. MODDE defaults to the design with smallest number of runs. Use the Design
runs arrow to select the larger design.

For example, with the screening objective for 7 or 8 factors there exist two resolution
IV designs, one with 16 runs and the other with 32. By default MODDE selects the
design with 16 runs. To select the design with 32 runs, click the Design runs arrow.

With D-Optimal designs the number of runs, in the Runs column, is marked with a ‘+’
and ‘-’ indicating that there exist smaller and larger designs.

When augmenting a design D-optimally, the number of runs includes the number of
inclusions.

Center points

The Center points box displays the number of center points. MODDE always
recommends 3 center points. To change the number of center points from inside the
Design wizard, on the Select model and design page enter the desired number of
center points in the Center points box.

Replicates

The Replicates box on the Select model and design page of the Design wizard
displays the number of times to replicate the whole design including center points. The
default is '0', meaning that the design is not replicated. Enter '1' here to replicate the
design once. To change the number of replicates, enter the desired number in the
Replicates box.

Total runs

Total runs on the Select model and design page of the Design wizard is the total
number of runs included in the worksheet is listed and includes:

e Design runs
e  Center points

e  Replicates.

Blocks

MODDE supports Orthogonal blocking for the 2 levels Factorial, Fractional factorial,
Plackett Burman, CCC, Box Behnken, and D-Optimal designs.
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The maximum number of blocks supported by MODDE is 9, with a minimum block
size of 2.

Select the number of blocks to include in your design from the Blocks box.

Orthogonal blocking

The method of dividing experiments into blocks, so that the block effect is
uncorrelated with the main factor effects is called orthogonal blocking.

Orthogonal blocking is a way to deal with extraneous sources of variability that are not
included in the model. For example if one is making 32 experiments and the batches of
raw material are sufficient for 8 experiments, one would like to run the experiments in
blocks of 8 such as the variation between batches of raw material does not affect the
estimate of the main factor effects.

Block interaction

An interaction between a main effect and a block effect is called a block interaction.

When the design supports the interactions between the block effects and the main
effects, the Block interactions check box, in the Select model and design page is
active. You can select the check box if you want to add the block interactions to your
model.

Settings

For some designs special settings are available and with the design marked, Settings is
active on the Select model and design page of the Design wizard.

Click Settings to:

e  Edit the generators and/or model for fractional factorial designs of resolution
III, V, and V.

e  Change the star distance for a CCC design.

e Specify the model when you have selected the split objective.

Editing the model and generators for classical screening designs

Before creating a fractional factorial design, the model and generators can be changed
to better take into account user knowledge. That is, it is possible to unconfound certain
model terms if desired by changing the generators.

Click Settings and then click Model to open the Edit Model dialog box and add
interactions. Adding interactions makes the confounding pattern clear in Generators.

Click Settings and then click Generators to change the generators of the design.

Star distance of CCC designs

With CCC designs the star distance can be changed from the default by clicking
Settings and then clicking Star distance. The default star distance is calculated as VVN
where N is the number of runs of the factorial part.

38



03-Design wizard

Star Distance
Enter the star distance for CCC.

Star distance: | 1.682 Default

Cancel

Note: From 5 factors and upwards, the factorial part of the design is reduced and N of
the factorial part is used in the calculation of the star distance. This means that the
default star distance value is 2 for both 4 and 5 factors.

Specify the models with split objective

When there are both process and mixture factors present the only designs available are
the D-Optimal designs.

Select the split objective to specify separate models for the mixture factors and the
process factors. Click Settings, click Model and the Edit Model dialog box is opened.

How high should the power be?

High power gives us confidence that we would detect a significant model if there is
one. Ultimately, the required power is determined for the study at hand, and depends
on the consequences of a false negative.

Conventionally, a power that is 1 — 5> 0.8 is typically said to be good (just as a is
typically set to 0.05), and is motivated by S = 4a (Cohen, 1988). A higher power is of
course better.

D-Optimal

D-Optimal pages

The D-Optimal pages are available when selecting a D-Optimal design on the Select
model and design page in the Design wizard.

Design generation criteria section

The Design Generation Criteria concerns the criteria on which the design is built.

Design runs

Design runs is the number of runs the D-Optimal algorithm will generate, not
including the center points. You can change this number as desired. The smallest
number of runs accepted is the number of terms currently included in the model.

Model terms

The number of terms currently in the model is listed after Model terms. This number
is updated after changes in Edit model.
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Editing the model

Click Edit model to edit the model. The Edit Model dialog opens and you can edit the
model by adding or deleting terms in the specified model. This modifies the number of
model terms.

Note: When the investigation contains only mixture factors, Edit model is unavailable.
The D-Optimal design is always generated from the full model specified in the design

page.

With investigations containing both mixture and process factors, you can only edit the
process factor terms and the interactions between mixture and process factors.
Potential terms

By default MODDE includes a set of potential terms, i.e. additional terms not included
in your model that might be important. The objective is to select a D-Optimal design
rich enough to guard for the potential terms. If you want your design to be just
sufficient for your specified model, clear the Use potential terms check box.
Inclusions

To use runs available from file as inclusions, click Import under Inclusions.

To edit the available inclusions, or paste/type runs to use as inclusions, click Edit.

If you have specified runs as inclusions in the Design | Inclusions window prior to
entering the design wizard, the Include in design check box found under Inclusions is
by default selected and the inclusions will automatically be part of the D-Optimal
design. Clear this check box if you do not want the inclusions to be part of the D-
Optimal design (but rather manually added at the end of the worksheet).

To add the inclusions after generating the worksheet, open the Inclusions on the
Design tab, and then click Add to worksheet.

For more, see the Inclusions section in Chapter 6, Design.

Degrees of freedom
Number of Degrees of freedom of the residuals is calculated as:
Number of design runs — Model terms +1 (when you have center points)

The number of degrees of freedom recommended for D-Optimal designs in MODDE is
at least five.

Design alternatives section

The Design alternatives section controls the number of designs generated by the D-
Optimal algorithm.

Design runs span

The performance of a D-Optimal design, depends on the selected number of runs, N,
and the number of terms in the model, p.

MODDE can generate several D-Optimal designs, varying the specified number of
runs N and then evaluate them (G-efficiency, Condition number, Determinant) as
functions of NV.

In the Design runs span box, you can select the number of designs to generate with
varying N.
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If, for example, you select N + 3 and 1 repetition, MODDE generate 7 designs ranging
from N - 3 to N+ 3. The default is to generate 25 designs with N £ 2 and 5 repetitions.
Repetitions

In the Repetitions box, select the number of designs you want to generate with the
same number of runs, N. This will give a set of designs for each value of N.
Balancing the design

When you have a qualitative factor, or when you have selected to block the design, you
may want the design to have the same number of runs at each level of the qualitative
factor. Thus, the design would be balanced with respect to the qualitative factor.

If you want a balanced design, select the qualitative factor in the Balance on box.

Balance on:  |Q W

If you want MODDE to only select balanced designs, select the Use balanced only
check box.

To be able to get a balanced design, the selected number of design runs must be a
multiple of the number of levels of the qualitative factor. The number of design runs
may be updated, if necessary, to be a multiple of the number of levels of the qualitative
factor.

Note: 1t is not always possible to generate balanced designs. When MODDE does not
succeed in generating a balanced design, it issues a message. In this case, to generate
a design, you must clear the Use balanced only check box.

Candidate set section

The Candidate set section concerns the set of design runs to select the D-Optimal
design from.

Generating a new candidate set

Generate new is by default selected the first time the D-Optimal page is opened. Click
Generate new when you have changed the model or selected the Use potential terms
check box and you want to generate a new set of candidate runs.

Using the current candidate set

Use the current candidate set is available after importing or creating a candidate set.
Once the candidate set has been generated, the Use the current candidate set option is
by default selected.

Editing the candidate set

Click Edit to edit the candidate set. This can be done both with Generate new and Use
the current candidate set selected. A spreadsheet opens with the candidate set. Make
your changes and click OK to Save.

The candidate set can also be opened for editing by clicking Candidate set on the
Design tab.

Importing a candidate set

You can import a candidate set from a number of file types.

To import the candidate set:
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1. Click Import found in the Candidate set section.
2. Find the file holding the candidate set and click Open.

3. The Import Candidate Set window opens allowing you to specify the row
containing the factor names, and optionally the column holding the
experiment names. Here you can exclude and include rows and columns too.
The row defined as Factor Name in the candidate set-file must contain the
factor names and they must be identical to those defined in the MODDE
investigation. Including uncontrolled, filler, and constant factors is optional.

Size of candidate set

The size of the candidate set in MODDE is by default limited to 512 000 rows when
MODDE creates the candidate set for you.

You can change this limit in the Max candidate set size field, in the MODDE options
page, opened by clicking File | Options.

The maximum size of the candidate set that you can create and generate a design from
is limited by the amount of RAM in your computer.

D-Optimal results

When you click Next on the Change D-Optimal settings page, MODDE generates the
D-Optimal designs and displays them in the D-Optimal results page.

Design Wizard =

B‘ D-Optimal results. Select which design to use as your Worksheet from the
sopt | generated designs.

Auto-select design by:

. G-effidel
Generated designs: Determinant

Mo, Runs DF °”d'?!“. numr Morm. log{D... Conditionn... 2
1 15 ] 46,7539 §.77113 -0.258975 §. 1306
2 15 ] 44,4576 3.93914 -0,282173 7.93%83
3 15 [ 33.4403 3.70926 -0.305165 6.87079
4 15 [ 49,5855 3.86226 -0.289865 6.74737
5 15 ] 61,1472 3.84647 -0.291244 6.15409
6 15 7 58,7702 9,18757 -0,285363 §,39783
7 16 7 59.4399 9,24721 -0.279399 7.79584
8 16 7 54.6016 9.06635 0. 297485 §.36143

EHa 16 7 81,5553 9,32959 -0.271161 7.48545
1. 18 7 54.4774 9,12928 -0.291192 8.17326
1. 17 3 47.8671 9.42812 -0.287637 3.5854
1. 17 3 52.0436 9.442581 -0,286163 7.75378 v

[ bisplay as plot

< Back Mext = Close Help

By default, the best design according to G-efficiency is selected. Use the Auto-select
design by box to instead select the best design according to Determinant or
Condition number. Or select another design manually by marking the design.

Hint: Sort the list according to any column by clicking its header.
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To see the D-Optimal results as a plot, select the Display as plot check box.

Design Wizard o=

B‘ D-Optimal results. Select which design to use as your Waorksheet from the
generated designs.

Auto-select design by: | G-effidency w

Generated designs:

D-Optimal design plot l Selected design
%0 [ G-Efficiency
80 [l log(Det. of XX)
70 [[] Condition Number
60
50
404
30

< Back Mext > Cloze Help

The currently selected design is colored according to the legend.

Click Finish to generate the worksheet. Any already existing design and
worksheet will be deleted.

To regenerate a D-Optimal design, using one of the calculated ones, on the Design tab,
click New design | Select from already generated D-Optimal designs.

D-Optimal onion pages

Generating the design

After selecting an Onion design, and clicking Next, the Layers page is displayed. This
page is organized by layer — from inner (first layer) to outer (last layer).
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N

N

Layers = =

Default settings for the Onion design. Make changes in the (*)-ed
columns as desired to affect the generated designs.

Layer

[T QN S St X

Candi... %Fr... %To* Desig... Repet... Model® Com...

) 0.01 0.20 7 1 Linear
39 0.21 0.40 7 1 Linear
40 0.41 0.60 7 1
! 0.60 0.30 7 1 s
39 0.80 1.00 17 1

Hf’—-’ ,‘M._Jﬂ-”ff""’-—-r‘_/

Edit model...

< Back Close Help

The following is listed:

1.
2.
3.

The number of the Layer (starting from inside).
The number of Candidate Runs in the layer for imported candidate sets.

The span of the layer defined by its % From (Percentile) and % To distance
to the center of the multivariate space. You can change the span of a layer as
long as the number of runs in the candidate set remains one and half times
larger than the number of design runs in that layer. Overlapping span
between layers is not allowed. When you change the span of the layers,
MODDE updates the number of candidate set runs in each layer. If the span
of the layers overlap, or the number of runs in the candidate set is not large
enough, the layer is colored in red and a message indicating the problem is
displayed. You must fix the problem before clicking Next.

The number of Design Runs in each layer. You can change the number of
design runs. The number of desired runs must be at least equal to the number
of terms in the model. The recommended number of runs includes 3 degrees
of freedom for the outer layer and 1 degree of freedom for the rest of the
layers.

Select the number of D-Optimal designs, in each layer, you want to generate
with the same number of runs. The default number for Repetition is 1.

The Model for each layer. You can change the model in each layer. Click the
model you want to change and select another model or mark the layer and
click Edit model to customize the model. After editing a model, MODDE
writes Model edited in the Comment column. MODDE updates the design
runs according to the new selected model; default Linear for the inner layers
and Interaction for the outer layer.

When you click Finish, MODDE generates several D-Optimal designs in each layer
varying the number of runs by plus and minus 2, and displays the Onion D-Optimal
results page.
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Layers = =

K oy 3 nion ptimal results. The following designs are generated.
/7%, Onion D-Optimal results. The fol d ted
k:/ Select which design for each layer to use as your Worksheet.

Auto-select design by:

Generated designs:

LayerfNo. |Rums |DF |Geffic... |Log(Det... |Morm.lo... |Conditio... |
L3 8 2 623049 240695  -0.501933  5.85997 '

3 69.796 273034 -0.499186  5.9899

LR 6 0 70956 2.18295 -0.414326  2.96588

-2 7 1 528389  2.54799 -0.420433 318372
- 3 8 2 586727 27515 -0.444506  3.63106

e d il 66.6148 3.24688 -0.413096  3.00087

The table on this page displays, for every layer, the generated designs statistics. By
default, in this table, the designs with the highest G-efficiency are selected.

You can select a different design in a given layer by marking it in the list or using the
Auto-select design by box and selecting a different criterion.

Onion on the Design tab

Generate

With Onion D-Optimal designs, you cannot generate a new set of D-Optimal designs
by clicking New design in the D-Optimal group on the Design tab.

If you want to generate a new set of Onion D-Optimal designs, click Design |
Objective. The worksheet will be deleted and you can follow the wizard to generate a
new design and worksheet.

Candidate set

To display the candidate set, on the Design tab click Candidate set.

The columns in the spreadsheet are as follows when the candidate set was imported:

1. Design Run number. Corresponds with the experiment number in the

worksheet.

2. The Exp Name (experiment name) when available.

3. The Layer number (the innermost layer = 1).

4. The distance to the center of the multivariate space in Percent.

5. The design variables.
B2 Candidate Set

1 2 3 4 5 [
|[Design Run | Exp Name Layer Percent M1t M1.e2
center TETRACAINE - 1.00 -1.33018 | -0.251272 0

1 4-AMINO-N-[4,5-DIMETHYL-2- OXAZOLYL]BENZENESULFONAMIDE 1 1.00 1.31127| -0.557021 -0
2 chlorpropamide 1 2.00 0.129045 -0.61343 -
3 ALBENDAZOLE SULFONE 1 2.00 1.64849 | -0.263542
4 Procaine (HCI) 1 3.00 0.214817
5 6-Benzylaminopurine 1 3.00 -0.140418
6 SULFAMETHOXAZOLE 1 4.00 1.77938 -
7 lormetazepam 1 4.00 -1.00479 0.366163 0
8 1 5.00 -2.16221 -1.17483 -

Nabumetone
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When the candidate set is generated by MODDE the additional columns Layer and
Percent are unavailable. The layer belonging is displayed in the onion plots.

Reduced combinatorial

Design generation options

The Design generation criteria section concerns the criteria on which the design is
built while the Design alternatives section controls the number of designs generated
what to balance on.

Design runs

Design runs is the number of runs the algorithm will generate, not including the center
points. You can change this number as desired. The smallest number of runs accepted
is the number of terms currently included in the model.

Replicated runs

The number of runs that should be replicated. The replicated runs are used to get an
estimation of the replicate error when lacking center points.

Model terms

The number of terms currently in the model is listed after Model terms. This number
is updated after changes in Edit model.

Editing the model

Click the Edit model button to edit the model. The edit model dialog opens and you
can edit the model by adding or deleting terms in the specified model. This modifies
the number of model terms.

Degrees of freedom

Number of Degrees of freedom of the residuals is calculated as:

Number of design runs — Model terms +1 (when you have center points)

The number of degrees of freedom recommended for D-Optimal and reduced
combinatorial designs in MODDE is at least five.

Design runs span

The performance of the design depends on the selected number of runs, N, and the
number of terms in the model, p.

MODDE can generate several designs, varying the specified number of runs N and
then evaluate them (G-efficiency, Condition number, Determinant) as functions of N.

In the Design runs span box, you can select the number of designs to generate with
varying N.

If, for example, you select N = 3, MODDE generate 7 designs ranging from N - 3 to N
+ 3. The default is to generate 5 designs with N £+ 2.
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Balancing the design

When you have more than one qualitative or multilevel factor, can select for the design
to have the same number of runs at each level of one of the qualitative/multilevel
factors. Thus, the design would be balanced with respect to the qualitative or
multilevel factor.

If you want to balance the design on another factor than the default, select the desired
factor in the Balance on box.

Balance on: | Q W

To be able to get a balanced design, the selected number of design runs must be a
multiple of the number of levels of the qualitative/multilevel factor. The number of
design runs may be updated, if necessary, to be a multiple of the number of levels of
the factor.

Reduced combinatorial design selection page

When you click Next on the Change reduced combinatorial settings page, MODDE
generates the designs and displays them allowing you to select which design to go
ahead and generate.

Design Wizard =

T T Select which design to use as your Worksheet from the generated designs
. é Balanced designs have a "B” after the number of runs.

Auto-select design by: | G-effidency w

Generated designs:

Mo, Runs DF  G-effid.. Log{Det. of... Morm.log{D... Condition ...

110 4 47.014 §.29186 -0.192626 3.53032
2 11 ] 40.6002  8.63812 -0.186336 3.16764
3 1B & 52,6959 9.01711 -0.17419 3.17717
4 13 7 47.6639 9.28203 -0.172734 3.33085
Es 14 8 54.2414  9.58816 -0.165098 3.02798

By default, the best design according to G-efficiency is selected. Use the Auto-select
design by box to instead select the best design according to Determinant or
Condition number. Or select another design manually by marking the design.

Hint: Sort the list according to any column by clicking its header.

To see the results as a plot, select the Display as plot check box, see the D-Optimal
results subsection earlier in this chapter.

Click Finish to generate the worksheet. Any already existing design and
worksheet will be deleted.
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Introduction

The File tab includes functions that deal with your entire MODDE investigation as
opposed to the data itself. Here you can save, print, and send your investigation as well
as change settings and options.

The functions available are grouped into 10 groups

e Info - Provides access to Protect investigation, the report, and displays
investigation properties

Protect investigation - Controls access and changes that can be
done to this investigation.

Report - Generate a report for this investigation using the default
template or any custom template.

e New - provides access to options for creating a new design or importing an
existing design.

Experimental design - Start the classical experimental design
setup from here.

Import external design - Import a design saved in another file
format.

Complement design - Add new experiments to resolve
interactions or non-linearities in the current design.

Generalized subset designs - Create a sequence of
complementary subset design sets.

Stability testing design - Create a design that spans over time to
investigate the stability of the product.

Design from candidate set - Import a candidate set and create a
design from a D-Optimal selection.

Design from scores - Import scores (factors) from a SIMCA usp
file and create a design from a D-Optimal selection.

RED-MUP - Special designs created for 96, 384, or 1536 well
plates.

e Open - Open an existing investigation.

e  Save - Save the current investigation.
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Save as - Save the current investigation with a new name and/or at a new

location.

Print - Print the active window.

Share - Share the data in the current investigation.

Send a copy of the investigation by email as an attachment.

Export the worksheet to SIMCA.

Close - Close the current investigation.

Help - Get help with using and activating MODDE.

Manage license - Activate MODDE over the internet and other
options.

View help - Get help using MODDE.

Sartorius Stedim Data Analytics - Open Sartorius Stedim Data
Analytics' website in a browser.

Knowledge base - Open Sartorius Stedim Data Analytics' website
in a browser, with the Knowledge base page active.

About us
Webshop

Options - Change options and customize MODDE.

Info

The Info section on the File tab provides access to two main features, Protect
investigation and Report as well as giving a quick summary of the investigation
Properties and displaying the path to the current investigation.

Properties

Under Properties information about the current investigation is listed;

Size

Creation date

Modified date

Objective

Process model

Mixture model

Design

Runs in design

Center points

Replicates

Factors

Responses
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e  Number of runs.

Protect investigation

To protect an investigation, you can either lock it so that changes cannot be made, or
encrypt it with a password.

© e Info §

Info Engine

New

Open Q Protect investigation
Control what type of changes people can do to this investigation,

Save Protect

investigation ~
Save as Encrypt

Password-protect this investigation,
Print
—, Lock investigation report saved in this investigation,

Share Lock investigation to ensure that the

investigation cannot be changed.

Close

Encrypt investigation

Enter a password and the investigation is encrypted and password protected. This
investigation can now be opened only with the selected password.

To protect your investigation,
1. On the File tab, click Info,
2. Click Protect investigation,
3. Click Encrypt,
4

In the Encrypt Investigation dialog box, enter a password to use for the
encryption and confirm it,

5. Click OK.
Encrypt Investigation

An encrypted investigation will prevent
unauthorized users to open the investigation.

Enter the password to encrypt the investigation:

Password:

Confirm password:

Caution: if you lose or forget the password it cannot be
recovered. Passwords are case-sensitive,

Canc
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Remove encryption
If the investigation is already encrypted, the encrypt option is replaced by Remove
encryption.
To remove the encryption,
1. On the File tab, click Info,
2. Click Protect investigation,
3. Click Remove encryption,
4. Enter the password and click OK.

Lock investigation

Locked investigations are automatically fitted when opened. Any plot or list can be
displayed, but changes cannot be made to the investigation. The investigation becomes
'Read only' with the exception of the prediction spreadsheet. If you click Permanently,
unlock on Save As, a copy of the investigation can be unlocked by clicking Save as on
the File tab. When Permanently is selected the investigation cannot be unlocked.

Lock Investigation

Lock investigation will ensure that the investigation cannaot
E:I be changed in any way. The investigation will be locked and
= then saved.

Lock investigation:
(®) Permanently
The investigation can never be unlocked.
() Permanently, unlock on Save As.
Copies of the investigation saved under a new name will be

unlocked. The original can never be unlocked,

[C]Encrypt [ Password Frotect investigation

It is possible to also encrypt and password protect the investigation by selecting the
Encrypt / Password Protect investigation check box. The investigation is then
encrypted. This check box is optional; select it only if you want the investigation to be
password protected.

Note: The lock cannot be removed.

Report

MODDE has an automatic report generator. To create a new report, on the File tab,
click Info, then click Report.

= “g\
Report
You can also right-click a plot or list and then click Add to report. To add the

currently active plot or list to the report, click Add to report on the Tools tab or press
Ctrl+R.

52



04-File

Tools

% Add to favorites

Add to report

Document

Note: When a report was saved with the investigation, MODDE automatically opens
that report.

The report can use the MODDE default template or any template previously saved. All
formatting functionality is available for writing the text. Plots and lists can be added to
the report at any time, as placeholders or actual plots and lists.

A placeholder tells MODDE the desired item to fill from the current investigation
when you click Update report on the Home tab of the Report. If you add plots and
lists as placeholders and save the template, you can generate a report in the desired
format, for any investigation, by selecting the saved template and clicking Update
report.

*s

J

Update
report

For details, see Chapter 14, Report.

New

To create a new investigation on the File tab, click New.

This provides access to options for creating a new design or importing an existing
design.

Experimental design
On the File tab, click New, then click Experimental design.

Start the classical experimental design setup from here. A wizard will guide you
through all steps for setting up an experimental design - traditional designs as well as
super saturated and D-Optimal designs. The wizard will always make a design
recommendation.
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New

Experntal desgn

ol experrentsl dengn setup

25 to find opal A il plomtion of the

Sereening designs
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Sereering e robrtness besting v
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desge g

Optimizstion designs

Cuadratic model, CCF design. o
cRtmizatien I

Design wizard

The Design wizard opens when you start a new experimental design. This wizard
guides you from the start of the investigation to the generation of the worksheet. The
Design wizard can also be opened on the Home tab, in the Quick start group, click
Design wizard. Exit the wizard at any time by clicking Finish.

Using existing design

To create a new investigation from an existing design, on the File tab, click New, then
click either Import external design or Complement design.

Import external design

Import a design saved in another file format.

$ Import external design
Import a design saved in another file format.

External data can easily be imported to MODDE for analysis and optimization, as
follows:

1. Click File | New.

2. Click Import external design.

3. Browse and select the file to import.

4. Click Next and specify what is what in the Data Specification dialog.

Complement design

The current investigation can be complemented with new experiments to resolve
interactions or non-linearities.
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To add new experiments to the current design, on the File tab, click New, then click
Complement design.

A wizard will guide you through classical fold over complementation or specific
requests.

Complement design
IFe
A\ ® Add new experiments to resolve interactions or
non-linearities in the current design,

Use Complement design when you want to:

e  Estimate separately a set of terms (interactions, or main terms and
interactions) that were confounded in a Resolution III or IV fractional
factorial design.

e  Complement a screening design to an RSM design supporting the full
quadratic model.

e Complement a screening design to estimate selected curvature effects.

e Add additional experimental runs to improve the quality (i.e. the condition
number or G-efficiency) of an existing set of experiments.

e  Use already performed experiments in a Dochlert design to set up a new
Doehlert; moving the center of the design or adding a factor.

e  Use already performed experiments in a Super-Saturated Plackett Burman
design to add experiments resulting in a regular Plackett Burman design.

Available complementing methods
You can complement your design using the following complementing methods:

Fold over: With screening fractional factorial designs of resolution IIT and N (number
of runs) equal to 8 or 16, it is usually recommended to complement by fold over. For
more, see the Fold over subsection later in this chapter.

Estimate squares of selected factors in factorial designs: If the screening design
indicates the presence of curvature, you may want to estimate the square terms in
selected factors or you may want to upgrade your design to a full RSM in these
selected factors. For more, see the Estimate squares terms subsection later in this
chapter.

D-Optimal: This option should only be selected if it is not possible to use a different
complementing method. If you want to upgrade the design to support a customized
model, or if your investigation contains mixture factors, select D-Optimal. For more,
see the Complementing a design with D-Optimal subsection later in this chapter.

Design specific complementing methods

Doehlert: When you have performed a Doehlert design and want to move the design
center or add a factor. For more see the Complementing Doehlert designs subsection
later in this chapter.

Screening to RSM Rechtschaffner: When you have performed a screening
Rechtschaffner design. Complemented by adding the star points resulting in a 3-level
Rechtschaffner.

Plackett Burman Super-Saturated to Plackett Burman: When you have performed
a PBSS. Complemented with runs adding up to a regular Plackett Burman design.
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The curment investigation can be complenented with new t resohve
A, wizaed will quice you through classical fold aver complementation or specific requests.

Resofve sebected confounded interactionsina  Reschve square effects by adding
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Fold over

When you choose to complement your design with fold over MODDE makes a new
investigation consisting of the design of the current investigation plus its fold over
(complement). The fold over design has as many experimental runs as the original
design.

Fold over designs are available for fractional factorial design of resolution III or IV
and Plackett Burman designs.

With the complete design (original + fold over), all main effects are clear from 2
factors interactions. With resolution III and IV designs MODDE automatically adds a
block factor. You may remove the block factor from the model in Edit model.

To fold over your design:
1. Click File | New | Complement design.
2. Click Fold over and then click Next.

3. Enter the name and location of the new investigation. It is recommended to
add an additional center point to detect a shift in the mean.

4.  Click Finish and the new investigation opens.

Estimate squares terms in a screening design

For this complementing method to work well the original design should be of
resolution V or the collapsed design in the selected factors has to be a full factorial.

On the File tab, click New, and then click Complement design:
1. Click Estimate square terms in a screening design and click Next.

2. Select the factors for which to estimate the square terms. Note that the
calculated star distances for CCC and CCO are displayed.

3. Optionally change the star distance. If the star distance is not changed, the
design is complemented to a CCF design by adding the face center runs. To
change, click the desired star distance to automatically enter it in the Star
distance field. Click Next.

4.  Enter the name, location of the new investigation and number of additional
center points.

5. The model has been updated with the squares of the selected factors. The
unselected factors are set on their averages in the worksheet.
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Complement Design Wizard = =

Select the factors for which to estimate the square terms.

Selected factors:

Star distance: | 1

Star distances for CC designs:
CCF: 1

CCC: 1682

CCO: 1.13644

For each factor you select, the square term of that factor will be added to the
model, The worksheet will be complemented with two runs to be able to model the
extra terms. Changing star distance is optional.

Cancel Help

Complement Doehlert

Doehlert designs can be complemented by expanding the design region or adding a

factor.

To complement a Doehlert design, click Doehlert in the Complement Design Wizard
and click Next.

Complement Design Wizard = =

Doehlert designs can be complemented in two ways; you can either displace
the entire design by selecting one of the old experiments to be the new
center, or you can add a new factor to the design, assuming it was kept
centered in the old experiments,

Select new center  Select the new center experiment:

() Add factor Experiment: Y BiP 2
Exp. 1 41.6 146
Exp. 2: 45.1 6.7
Exp. 3: 51.7 6.2
Exp. 4: 84.7 17.7
Exp. 5 47.8 11.9

As the dialog suggests you can complement by:

Leaving the default Select new center selected and selecting one of the
experiments of the design as the center of a new Doehlert design.

Selecting Add factor and typing the name of the new factor and typing the
Center and Range in the respective boxes. The value you type in Center is
the value that will be entered in the design for the already performed
experiments, for the new factor.
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Complement Design Wizard =

Doehlert designs can be complemented in two ways; you can either displace
the entire design by selecting one of the old experiments to be the new
center, or you can add a new factor to the design, assuming it was kept
centered in the old experiments,

() Select new center Factor: Units:

St dllactn Abbreviation:

Center:

bsolute
% of center

Range:

Select how to complement, click Next, enter the name, location of the new
investigation and number of additional center points, and then click Finish to generate
the new investigation.

D-Optimal

Complementing a design D-optimally is the most flexible way of complementing a
design.

Process factors only
On the File tab, click New, and then click Complement design:
1. With D-Optimal marked, click Next.

2. Click Edit model... to open the Edit Model dialog box and add model terms.
Click OK to return to the Complement Design Wizard.

3. MODDE recommends the number of additional new design runs based on
the specified model, to ensure the proper degrees of freedom.

4.  Click Next.

Enter the name and location of the new investigation and click Finish. The
D-Optimal pages in the Design wizard guide you in generating the new
investigation. Here the original design runs in the selected factors are used as
inclusions and the displayed Design runs in the D-Optimal page includes the
inclusions. The additional new runs are selected D-optimally to support the
selected model.

Complement Design Wizard =

Add runs D-optimally to complement the current design and worksheet.

Specify the model you want to use in the complemented investigation: The model
you select affects the number of recommended additional runs.

Select the number of additional design runs: 3 =

-

The new runs will be added using the Design Wizard which will start after dicking
Finish on the next page.
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Mixture factors

Complementing the design D-optimally with mixture factors, only allows changing the
model in Settings | Model available after entering the name and location of the new
investigation.

The displayed number of runs includes the original design runs. Click Next, the wizard
guides you in generating the new investigation.

Mixture and process factors

Complementing a design D-optimally with mixture and process factors, only allows
changing the model in Settings | Model available after entering the name and location
of the new investigation. The objective is set to Split objective.

The displayed number of runs includes the original design runs as inclusions. Click
Next and the wizard guides you in generating the new investigation.

Specific application design

MODDE provides options to create specific application designs such as Generalized
subset designs, Stability testing design, Design from candidate set, Design from
scores, and RED-MUP.

To create a specific application design, on the File tab, click New, then click the
desired option.

Generalized subset designs

In Generalized Subset Designs, GSD, a sequence of combinatorial design sets are used
to evaluate the effect of the factors and settings. The purpose is to use one or several
subsets of all possible combinations in a sequence and stop when a sufficient amount
of information has been obtained.

G

In Generalized subset designs all combinations are covered using generalized
fractional factorial subset designs. This design strategy is called complementary
combinatorial design.

For example, 3 factors (n) with 2+3+4 levels = 24 possible combinations/experiments
can be distributed over 2 subsets as 12+12 experiments or over 3 subsets as 8+8+8
experiments.

The number of possible combinations & can be divided into p subsets, k/p, where p is
an integer. Each subset m; will contain a unique set of combinations. One constraint is
that each subset m; shall be as balanced as possible and the best possible representation
of k.

For more information of the practical handling in MODDE, see the Generalized subset
designs appendix.

Algorithm short version;

1. Choose an n-dimensional design region with & runs in its candidate set and a
design with m runs: m = k/p.

2. Decompose factors into p sets.

3. Generate the matrix M =2 - (p, n, p™>) OA (orthogonal array) from Latin
Squares.
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4. Reduce M to all rows mapping to non-empty sets.

Map each row of M to the decomposed factor sets and make a full
factorization of the elements in the active sets: M.

6. The final design D is given by concatenating the mappings M; from step 5.

Stability testing design

In stability testing Generalized subset designs are used to evaluate all combinations of
factors and settings over time. The purpose is to ensure that none of the quality
attributes for the stability testing will exceed the specification during the products
specified shelf life.

Stability testing design

ent design setup

B

ty testin

In a typical stability test all combinations are tested over several time points (i.e. 0, 3,
6,9, 12,... months). A way to reduce the total number of tests is to distribute subsets of
all possible combinations to specific time points stipulating that all combinations are
tested over a specified period of time. This design strategy is called Complementary
combinatorial design.

For example, 3 factors (n) with 2+3+4 levels = 24 possible combinations/experiments
can be distributed over 2 time points as 12+12 experiments or over 3 time points as
8+8+8 experiments.

The number of possible combinations & can be divided into p subsets, k/p, where p is
an integer. Each subset m; will contain a unique set of combinations. One constraint is
that each subset m; shall be as balanced as possible and the best possible representation
of k.

For more information of the practical handling in MODDE, see the Stability testing
design section in the Generalized subset designs appendix.

Algorithm short version;

1. Choose an n-dimensional design region with & runs in its candidate set and a
design with m runs: m = k/p.

2. Decompose factors into p sets.

3. Generate the matrix M =2 - (p, n, p">) OA (orthogonal array) from Latin
Squares.

4. Reduce M to all rows mapping to non-empty sets.

Map each row of M to the decomposed factor sets and make a full
factorization of the elements in the active sets: M..

6.  The final design D is given by concatenating the mappings M; from step 5.

Design from candidate set

Import a candidate set and create a designed selection of observations. The selection
can be done using layers (Onion) or D-optimally.

To create a design based on a candidate set, on the File tab, click New, then click
Design from candidate set.
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e==  Design from candlidate set

‘gﬁ Import a candidate set and create a design from
a D-Optimal selection.

Onion design in regular factors with imported candidate set

When you want create an onion design from an imported candidate set other than
scores from SIMCA:

1. On the File tab, click New, then click Design from candidate set.

2. Click Browse to find the file holding the candidate set. Many file types are
supported.

3. Click Next to open the Import candidate set dialog box specifying factor
names, experiment names, and data.

4.  Click OK to open the factors page of the Design wizard. When the
candidate set has been imported in this way you cannot modify or add factors
using the Design wizard.

5. To place constraints on the factors, click the Place constraints on the
experimental region check box and click Next to open the constraints page
of the Design wizard.

Note: Only regular factors are imported here. If your candidate set contains
qualitative or formulation factors you have to enter the factors and settings in the
Factor Definition dialog box and import the candidate set from the D-Optimal page
instead.

The designs available here are Onion and D-Optimal designs. Onion is only available
when there are enough experiments in comparison with the number of factors.
Design from scores

This is a typical QSAR application where a subset of molecules is selected by design.
Molecules described by many variables are compressed to score vectors in SIMCA.
These score vectors can then be imported directly from the SIMCA usp file.

To create a design based on imported scores from a SIMCA file, on the File tab, click
New, then click Design from scores.

Design from scores
Import scores (factors) from a SIMCA usp file

and create a design from a D-Optimal selection,
Multivariate designs

To be able to import scores from a SIMCA project, SIMCA 13 or later needs to be
installed. The only designs available are D-Optimal and Onion.

When you want to create a design using the scores from a SIMCA project as factors:
1. On the File tab, click New, then click Design from scores.
2. Click Browse to select the SIMCA project.

3. Select the model from the Model box and click Next to import the factors
(scores) from SIMCA. The score variables with all observations (rows) are
then automatically loaded from the SIMCA file and define the candidate set.

4.  Click Next to continue through the design wizard and the creation of the D-
Optimal or onion design.
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Note: SIMCA opens automatically and remains open in the background while focus
returns to MODDE.

RED-MUP

Rectangular experimental design for multi unit platforms - an efficient and time-saving
approach for application of DOE to 96, 384 and 1536 well plates.

RED-MUP
Special designs created for 96, 384, or 1536 well
plates.

RED-MUPs are designs available for 96 (8x12), 384 (16x24), and 1536 (32x48) runs.
The designs are built from sub-designs.

To create a RED-MUP:

1.  On the File tab, click New, then click RED-MUP.

2. Define all factors for the two sub-designs and then click Next.
3. Define the responses and then click Next.
4

Select the objective for both the vertical and the horizontal designs:
Screening or Optimization (RSM).

5. Leave the factors that should be included in the vertical design with fewer
runs to the left.

Move the factors that should be included in the horizontal design to the right.

On this page you can also select the number of plates used, and if applicable
the plate factors that contain plate information.

8. Select the desired plate size in the Plate size box and optionally select the
Plate/Block factor interactions check box.

9.  Click Next to select the vertical design then click Next again to select the
horizontal design. MODDE adds center points when the selected design does
not fill up the plate size.

Note: Some special RED-MUP designs, that aim to make better use of the plate, are
available for the 96 well plates (8 x 12).
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Design Wizard =)

Select factors and model complexity for the vertical and horizontal part of the RED-MUP design.

Vertical design factors (8 runs) Horizontal design factors {12 runs)
Objective: | Screening ~ Objective: |Screening »
Mame Mame
x1 x4
x2 => x5
x3 X6
€= x7
x8
Use: Factor 1: Factor 2:
No. of plates: | 1 ¥| None
Plate size: 8x12 v Plate/Block factor interactions
< Back Close Help

After stepping through the Design Wizard the special RED-MUP worksheet is created.

RED-MUP Worksheet
The RED-MUP Worksheet has tabs to display;

e Vertical spreadsheet displaying the vertical design.
The spreadsheet has as many rows as specified by the first number of the
plate size and the rows are indexed alphabetically A, B, C. For the 8x12 plate
this means A-H, for the 16x24 plate A-P, etc. The design index is a runorder
type column that can be changed and sorted to manipulate the setup on the
factor and response tabs.

®  Horizontal spreadsheet displaying the horizontal design.
The spreadsheet has as many rows as specified by the second number of the
plate size and the rows are indexed numerically 1, 2, 3. For the 8x12 plate
this means 1-12, for the 16x24 plate 1-24, etc. The design index is a runorder
type column that can be changed and sorted to manipulate the setup on the
factor and response tabs.

e  Factor spreadsheets displaying the individual factor settings for all
combinations of vertical and horizontal settings.

e Response spreadsheets displaying the individual response values (once filled
in) for all combinations of vertical and horizontal settings. This is where you
fill in your response values.

e Worksheet which is the compilation of all factor and response spreadsheets.

If there are settings in the vertical or horizontal setups that should not, or cannot, be
performed, you can delete in the Vertical or Horizontal spreadsheets and all the other
RED-MUP worksheets are automatically updated to reflect the change. Unused cells
are grayed out and also excluded from the main worksheet.

Coloring

The RED-MUP response spreadsheets are by default colored according the value range
for each response.
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e To remove the coloring, click Coloring | No colors.

e  To change the range, click Coloring | Set colors and select other colors by
clicking the Begin color and/or End color maps.

RED-MUP Worksheet -8 x
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Set colors...

Open

To open a MODDE investigation, on the File tab, click Open.

You can also open an existing investigation by clicking Open Lﬁ on the Quick
Access Toolbar or using the Windows keyboard shortcut Ctrl+O.

Recent investigations

The Recent investigations list shows recently opened investigations.
€ Recentinvestiges
,(u_ﬂ] Recent investigations

Click the pin icon 1=l to the right of the investigation name to pin the investigation to
the top of the list. Click the name of the investigation in the list to open any recent
investigation.

Recent folders

The Recent folders list shows folders where you have recently opened or saved an
investigation.

I@ Recent folders

Click the pin icon =l to the right of the folder's name to pin a folder to the top of the
Recent folders list. Click the folder name in the list to open any recently opened
folder.

Browse

To browse for existing MODDE investigations, click Browse.

K

Browse
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Save
To save the current investigation, on the File tab, click Save. You can also use the
Windows keyboard shortcut Ctrl+S or click the save icon k= on the Quick Access
Toolbar at the top of the MODDE window.

Save as

To save the current investigation in a different location or with a different name, click
Save as on the File tab, then click one of the folders in the Recent folders list or
Browse. In the Save As dialog box that opens, enter the new name and location of
your investigation. MODDE switches to the "new" investigation.

Save plot as

An individual plot can be saved in a variety of formats.
To save a plot, right-click the plot, then click Save as....
This opens the Save Plot dialog box.

L Save Plot

Size: 600 x 375 Standard size v # ﬁ
Width: | 600 px Height: | 375 px
[ Lock aspect ratio [ size preview

Print quality: |96 dpi W

[ Don't show this message again Cancel

For details about the Save Plot dialog, see the Save or Copy a plot section later in this
chapter.

Save list as
To save a list,
1. Right-click the list.
2. Click Save as....
3. Select location, file name, and file type.
4. Click Save.

Lists can be saved as either webpages (htm/html) or as text files (txt).

Save or Copy a plot

The Save Plot and Copy to Clipboard dialog boxes are very similar, merely the
presence/absence of the Format drop down differentiates them. When copying, the
plot format can be selected in this dialog box while, for save, it can be selected in the
Save As dialog which opens after clicking OK.
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L Copy to Clipboard
Size: 600 x 375 Standard size v # ﬁ
Width: | 600 px Height: | 375 px
|:| Lock aspect ratio |:| Size preview
Format: |EMF v 96 dpi

[ ] pon't show this message again Cancel

Note: For plots with constants, the constants are copied, saved and printed if the
property pane is visible.

Size
The size of the plot is defined by the values in the Width and Height fields. These
fields are automatically updated when switching between the predefined sizes in the

Size box. Likewise, the content of the Size box is updated when changing the width
and height.

Note: To keep the aspect ratio of the plot while customizing the size, select the Lock
aspect ratio check box before changing.

The available options in the Size drop down box are,

e Original size - the current plot size

Suitable for documentation
e  600x 375 Standard size
e 300x 300 Square, fits two side by side
e  600x 600 Square

Suitable for presentations
®  755x465 Fits one plot per slide
e 755x 270 Fits two above and below
e  370x 465 Fits two side by side

Custom sizes

®  Add custom size - opens the Add Custom Size dialog box with the current
plot size predefined. Clicking OK adds the specified size under the Custom
sizes header.

e Delete customizations - restores the list to its original content.

Edit and delete

To edit the current size, click the Edit current size pencil to the right of the Size drop
down.

To delete the current size, click the Delete current size garbage bin.
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Size preview

Selecting the Size preview check box displays the plot exactly as it will be saved or
copied. This feature allows you to verify that the layout and text formats harmonize
with the selected save/copy size before inserting/pasting it.

Print quality and plot format

The default print quality is 96 dpi. This is sufficient for the web and presentations, but
not for high quality print where 300 dpi is recommended.

The plot formats available are Bitmap (BMP), EMF (only 2D), PNG, JPG,
Encapsulated PostScript (EPS), and SVG (only 3D and only when saving).

Note: Using EPS with high dpi creates a very large plot file.

Restore to original list of sizes

After making changes to the Size list by adding custom sizes or deleting original sizes
the list can be restored to its original content by, at the bottom of the Size list, clicking
Delete customizations.

Print

To print, preview or change the print setup click File | Print.

When a list is the active window, the Print in color check box is available here. To
print your list without background coloring (whether in color or in gray scale), clear
this check box.

For plots with constants, such as the Contour plot, the constants are copied, saved and
printed if the property pane is visible.

Note: Plots are printed as viewed on the screen except when printing to a pdf writer.

. L& Pagelo 5 |WholePage ~|& = & @
Print
Print Fuel Coeff. SC std. Err. P
Constant 243.16 0761569 | 357109e-23
B Air | 679386 | 0505304 | 3.58555e-08
SRk EGR% 211995 | 0502822 00014458
: o Needlelift = -9.65107 | 0502869 | 831428e-10
e tieniaton AirtAir -290424 | 0621543 | 0.000679546
Print setup AirNL -0.754935 | 0446786 0.119192

Print is available for the active plot or list. MODDE provides a variety of ways to print,
e  Ctrl+P, the Windows keyboard shortcut for print,
e Right-click the desired plot or list and click Print,
e  On the File tab, click Print.
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Share

Send as attachment

On the File tab, click Share, then click Send as attachment to send a copy of the
investigation by email as an attachment.

y
il
Send as
attachment

Export to SIMCA

To create a SIMCA project using the current worksheet, click File | Share and then
click Export to SIMCA to open SIMCA with the newly created project active. The
worksheet is exported and SIMCA recognizes factors as x-variables and responses as
y-variables. Models, transformations, cross-validation groups are not exported.
Reference mixture is not exported nor supported.

<]
5

Export to
SIMICA

Note: This feature requires an active SIMCA 13 or later.

Close

On the File tab, click Close to close the currently open investigation.

Help

The Help page on the File tab provides various resources for support using MODDE,
handling licenses, and about the program itself.
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Activate

sartorius stedim MODDE’

arec
Manage license
Receive or retum a license file and other

About MODDE Pro

options.
Version 12
Suoport Copyright © Sartorius Stedim Data Analytics AB
Umetrics MODDE, part of the Umetrics™ Suite of Data Analytics Selutions
MODDE® Design of Experiments Sclution
g View help
Get help using MODDE. )
License
Sartorius Stedim Data Analytics License: Activated
Open the Umetrics Suite website, License type:
HpEn e Mmetcs sute websie Product version: MODDE Pro
Expiry date:

Running on Windows Terminal Senvices:
Knowledge base Running on virtual machine:
Search the knowledge base for information

and solutions. HostID:

Help
About us
Show website and centact infermation.

Options

:fiwn =), the Resizablelib library
rare developed by the Independnt JPEG Group b in.ord

Shoo Tt also uses the GL2PS fibrary T

htm} and the ICU
liprary licensed under the ICU sehin)

Icons made by hitp:/u o from hitg v flaticon.cam
Webshop Warning: This computer program s protected by copyright law and intemational treaties. Unauthorized reproduction
R o distribuion of this program, or any portion of it may r2suft in severs civi and criminal perattis, andwill be
E=' Guy and upgrade products in the prascutad tothe maimum sxtnt possii undsr the v

Umetrics™ Suite.

Activate and manage license

To open options related to activating MODDE and managing your license,
1. Click the File tab.
2. Click Help.
3. Click Manage license.

Activate

Manage license

Receive or return a license file and other
options.

Follow the instructions in the dialog boxes.

Note that deactivation can only be done for a license activated using an activation key.

View help

Get help using MODDE. Opens the MODDE Help window. MODDE's help is based
on this user guide.

Sartorius Stedim Data Analytics

Opens Sartorius Stedim Data Analytics' website in a browser.

Knowledge base

Opens Sartorius Stedim Data Analytics' website in a browser, with the Knowledge
base page active.
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About us

Sartorius Stedim Data Analytics is a world leader of Multivariate Technology. With
our Umetrics Suite we provide software for Design of Experiments and Multivariate
Data Analysis. Tools that transform your data into information, guiding you to
confident decisions and helping you understand complex products and processes.

We offer complete solutions for off-line as well as on-line applications for continuous
and batch processes. All supported by training and consulting services to ensure you
get the most of your data.

Webshop

Opens Sartorius Stedim Data Analytics' website in a browser, displaying the items
available in the Webshop.

Options

On the File tab, click Options to access the options for a number of sections of
MODDE.

The Options dialog box comprises all general options as well as investigation specific
options and other customizations, such as Theme (not described further here).

Options
MODDE options (

o . General options for working with MODDE
Investigation options M
Lists + Audit trail
Customize ribbon + General

Quick access toolbar

Keyboard
Theme

w
Restore

Cancel Apply Help

MODDE options
The MODDE options page is divided into the parts Audit trail, General, and Plot.
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- Audit trail
Enable the audit trail for new i Mo
-I General
Automatically display output Yes
Automatic fit Yes
Close open investigation whet Yes
Factor axes in back transforme Yes
Max number of layers in onior 10

Max candidate set size

Replicate telerance
Save Design Space Explorer ca

Show units in lists
Stop One-Click for each respo
= Plot

Header format

Header format 1

Header format 2

Plot engine
= Collect usage data

Collect anonymous data

Probability of failure presentat %

Show expanded design factor: Yes

W

W
W
W
W

512000
W

01

Yes W
]

Mo W

Yes W

Default ]

S(PlotTitle) - S{InvestigationTitle)

S(FitMethod;" (S (FitMethod))")

S(ColorBy:"Colered by $(ColorBy)").

S({Labels;"$(Labels) labels")

S(PlotTitle) S(FitMethod:"(S(FitMethod))")

S(InvestigationTitle)

5(ColorBy;"Colored by 5(ColorBy)").

S{Labels;"S({Labels) labels")

Direct2D ]

Yes W

Show details

Audit trail
Set Audit trail options.

Reset

e  Enable the audit trail for new investigations - Automatically enables the
audit trail for all new investigations.

For more, see the Audit trail section in Chapter 10, View.

General

Under General you can change the following options,

e  Automatically display output window - Automatically open or activate the
output window when MODDE encounters warnings and errors. This window
displays details about the warnings and errors.

e Automatic fit - Automatically fit the investigation when it is opened.

e  Close open investigation when opening a new investigation - Close

already open investigation when opening or creating a new investigation.

e Factor axes in back transformed units - Display factors on plot axes in
back transformed units.

e Max number of layers in onion designs - Maximum number of possible
layers for an Onion design. MODDE's default is 10.
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Plot

Max candidate set size - The maximum number of rows in the candidate
set. This number will prevent MODDE from creating candidate sets that are
too large. The maximum size of the candidate set that you can create and
generate a design from is limited by the amount of RAM in your computer.

Probability of failure presentation - The unit to display the probability of
failure in, % (default) or DPMO (defects per million opportunities).

Replicate tolerance - The replicate tolerance [0 .. 0.20] is the number used
when MODDE decides whether experiments can be considered to be
replicates or not. Default is 0.1, that is, 10% of half the range for each factor.

Save Design Space Explorer calculations - Include the Design Space
Explorer calculated results with investigation (.mip) when saving it. If the
calculations are saved with the investigation, no recalculations are necessary
when redisplaying this plot. WARNING! When selected, the .mip may
become large.

Show expanded design factors in RED-MUP worksheet - Show each
design factor expanded.

Show units in lists - Show units after the factor and response names in lists
and spreadsheets. By default this option is set to No.

Stop One-Click for each response - By default One-Click in the Analysis
Wizard stops at the Replicate plot page for each response, whether there is a
warning or not. Setting this option to No will result in that One-Click only
stops when there is a warning or if there are no warnings at the Summary-
page last in the wizard.

Header format - Select which of the two header formats to use. Leaving
Default results in 'Header format 1' for investigations with short names and
'Header format 2' for investigations with long names.

Header format 1 - When selected, header format 1 by default displays plot
type, investigation name and fit method on the first row and coloring and
label information on the second.

Header format 2 - When selected, header format 2 by default displays plot
type and fit method on the first row, investigation name on the second and
coloring and label information on the third.

Plot engine - Select which plot engine to use for 2D plots. Available options
are Direct2D or GDI+. 3D plots are always displayed using GDI+.

Note: The order and what is displayed in the headers can be changed as desired using
the displayed terminology. Maximum number of header rows is four.

Collect usage data

Collect anonymous data - Collects anonymous data such as number of
clicks on One-Click in the Analysis Wizard.
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Investigation options

On the File tab, click Options, then click Investigation options to view the settings
valid for the current investigation, grouped under the headers Audit trail, General,
Statistical options, and Design space and optimizer options.

Options for the current investigation

= Audit trail
Enable the audit trail Mo W
=l General
Design matrix Current worksheet scaled and centered | w
Factor representation Factor name v
Factor presentation [Qualitative] Regular
Factor presentation [Qualitative, Coefficients plot Regular
MNumber format Auto v
Plot label type Experiment number W
Response representation Response name v
- Statistical options
Alpha level 5% v
Coefficients Scaled and centered W
= Interval type Confidence W
Confidence level 95% W
Tolerance proportion 95%
Correlation in probability of failure Mo W
Prediction block effect Fixed
R2 R2 [explained variation] W
Residuals Deleted studentized W
- Predict tab and optimizer options
Acceptance limit (%) 1
=l Interval type Prediction v

Confidence level 95% W

Tolerance proportion 95%

Available settings include,

Audit trail

When Enable the audit trail is Yes, the Audit Trail logs every change that affects the
investigation. Your administrator may have locked the settings on this tab. By default
the audit trail is disabled. For details, see the Audit trail section in Chapter 10, View.
General

Design matrix

Select the data to display in the design matrix. Available options are The design as
generated by MODDE and Current Worksheet scaled and centered (default).

Factor representation

Select whether to show the Factor name (default) or the Factor abbreviation in lists
and spreadsheets.

Factor presentation [Qualitative]

Select whether to display the qualitative factors in the Regular (default) format,
showing the orthogonal settings, or Extended, showing all settings. This option is valid
for all plots and lists displaying factors except the coefficient plot.
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Factor presentation [Qualitative, Coefficient plot]

Select whether to display the qualitative factors in the Regular format, showing the
orthogonal settings, or Extended (default), showing all settings. This option is valid for
the coefficient plot only.

Number format

Select the number of decimals to display in lists and tables. Available options are 4ufo
(default), .00, .000, .0000, .00000, and Scientific (e.g. 1.234¢-10).

When exporting unscaled coefficients to use in other applications, use the scientific
format to get maximum precision in the coefficients.

Plot label type

Select None, Experiment number (default), Experiment name, Run order, or
Combination ID (available for Generalized subset designs and Stability testing designs
only).

For Stability testing designs the default Experiment name is the Combination ID and
the Time, e.g. C1:TO for the first row. The Combination ID denotes a specific
combination of settings for all factors but the Time factor.

For Generalized subset designs the default Experiment name is the Combination ID,
e.g. cl for the first row. The Combination ID denotes a specific combination of settings
for all factors.

Response representation

Select whether to show the Response name (default) or the Response abbreviation in
lists and spreadsheets.

Statistical options

Alpha level

Select the Alpha level for the lack of fit plot. Available options are /%, 5% (default),
and /0%.

Coefficients

Select the type of coefficients. Available options are Scaled and centered (default for
the regular coefficient plot), Unscaled, PLS orthogonal, and Normalized (default for
the coefficient overview plot).

To select presentation format for qualitative factors in the Coefficient plots, use the
Factor presentation [Qualitative, Coefficient plot] option earlier in this page. By
default the factors are displayed in the Extended form in this plot, showing all settings.

For more, see the Coefficients section in the Statistical appendix.
Interval type and probability levels

Select the type of interval to use to estimate the uncertainties. Available interval types
are Confidence (aka Average), Prediction (aka Individual), and Tolerance.

An interval estimation is used in statistics as an uncertainty measure of a population
parameter computed from sample data.

The simulation will generate points with variance based on the selected interval
estimate. This will in turn generate the required safety margins that correspond to the
defined probability limit of the ideal average prediction. The safety margin increases
from Confidence to Prediction (and in general) to Tolerance.

We use interval estimates for two purposes in MODDE:

74



04-File

e  to assess if model parameters are significantly different from zero (null-
hypothesis significance tests) and

®  to state an interval within which we are confident that we find future
predictions.

For more, see the Interval type and probability levels subsection later this section and
the Interval estimates subsection in the Statistical appendix.

Correlation in probability of failure

Option to turn on taking response correlation into account. Set as Yes if there is an
underlying unmodeled factor that the responses depend on, or if there is causality
between the responses.

For more, see the Correlation in probability of failure subsection in the Design space
appendix

Prediction block effect
Select to use fixed or random block effect in predictive functions.

Select the block factor as Fixed effect when the external variability can be set at will
and the primary objective for blocking is to eliminate that source of variability.

Select the block factor as Random effect when the external variability cannot be
controlled and set at will, and the primary objective is to make prediction without
specifying the block level, and taking into account the external variability.

For more, see the Random versus fixed block factor section in the Statistical appendix.
R2

Select the type of R2 to display in the summary plots. Available options are R2
[explained variation] (default) and R2 adjusted [explained variance].

Residuals

Select the type of residuals to display in the residual plots. Available options are Raw
in the original units, Standardized, and Deleted studentized. The default depends on fit
method and number of degrees of freedom. For more, see the Residuals section in the
Statistical appendix.

Predict tab and optimizer options

Acceptance limit

Enter the default Acceptance limit for the investigation in percentage or DPMO.

This default Acceptance limit is used in all Design space plots and Setpoint features.
The default value is /% outside (/0 000 DPMO).

DPMO = Defects Per Million Opportunities.
Interval type and probability levels

Select the type of interval to use to estimate the uncertainties. Available interval types
are Confidence (aka Average), Prediction (aka Individual), and Tolerance.

An interval estimation is used in statistics as an uncertainty measure of a population
parameter computed from sample data.

The simulation will generate points with variance based on the selected interval
estimate. This will in turn generate the required safety margins that correspond to the
defined probability limit of the ideal average prediction. The safety margin increases
from Confidence to Prediction (and in general) to Tolerance.
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We use interval estimates for two purposes in MODDE:

e  to assess if model parameters are significantly different from zero (null-
hypothesis significance tests) and

e  to state an interval within which we are confident that we find future
predictions.

For more, see the Interval type and probability levels subsection later this section and
the Interval estimates subsection in the Statistical appendix.

Audit trail

When the Audit Trail is turned on each investigation in MODDE has a separate audit
trail. Each audit trail consists of one or more sessions that in turn consist of events. A

new session is started and appended to the audit trail when an investigation is opened,
and ends when the investigation is saved.

In addition to logging events, MODDE logs information about the user, and date and
time of the events.

To view the audit trail, click the Audit Trail tab in the Output / Notes / Audit trail
pane. If this tab is not shown, display it by selecting the Audit Trail check box on the
View tab.

Enable and disable the Audit Trail
By default the audit trail is disabled.

To turn it on for the current investigation, in File | Options, on the Investigation
options page, under Audit trail, select Yes in Enable the audit trail.

To turn on the audit trail for new investigations, in File | Options, on the MODDE
options page, under Audit trail, select Yes in Enable the audit trail for new
investigations.

Administrators can disable the turning on and off of the audit trail, i.c., always have it
on or off. For instructions on how to disable the audit trail options, see the knowledge
base at www.umetrics.com.

Save or clear the Audit Trail

To empty the audit trail, in the Audit Trail pane, right-click and click Clear Audit
Trail.

To save the current version of the audit trail, separate from the investigation, in XML
format, in the Audit Trail pane, right-click and click Save as.

Audit trail and internet explorer
MODDE uses Internet Explorer functionality to display the audit trail.

Logged in the audit trail
Specific actions the MODDE audit trail logs are:

e  Factors (adding, modifying, deleting), displaying all details about the factor
after the change

e  Responses (adding, modifying, deleting), displaying all details about the
response after the change

e  Constraints (modifying, deleting)
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e  (Candidate set

e Inclusions

e  Reference mixture

e Objective

e  Generators

e  Design

e  Complement design

e  Model

e  Worksheet, every change of every cell
e  Fit method

e  Activation and deactivation of the Audit Trail.

e  The audit trail also registers when a digital signature in the Audit trail is
incorrect.

Coefficients

Scaled and centered coefficients

The regression coefficients that are displayed in MODDE are computed for centered
and scaled data. It is also possible to select to display "unscaled and uncentered"
coefficients.

The scaled and centered coefficients are the coefficients of the fitted model, for which
the factors were centered and scaled. The default scaling in MLR is orthogonal scaling.
With PLS, the factors are centered and scaled to unit variance.

Orthogonal coefficients in PLS

The "centered and scaled" coefficients in PLS regression models are computed from
factor values scaled to unit variance.

The orthogonal coefficients in PLS regression re-express the coefficients such that they
correspond to factors that are centered and orthogonally scaled, i.e., by using the mid-
range and low and high values in the factor definition (coded as -1 and 1), see the
Scaling subsection for more details. Orthogonal coefficients in PLS regression models
are not available when there are only formulation factors in the investigation.

With process and mixture factors, the PLS orthogonal coefficients refer to process
factors scaled orthogonally, and mixture factors unscaled (original units).

The orthogonal coefficients in PLS regression models are only available when the
model is fit with PLS regression.

Note: The orthogonal coefficients in PLS regression models are only meant for
comparison with the corresponding MLR coefficients. They are incorrect unless the
design is balanced and the mean is equal to the mid-range.
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Unscaled

The unscaled coefficients are the coefficients corresponding to unscaled, uncentered
data. When exporting unscaled coefficients to use in other applications, be sure to use
the E-format in order to obtain maximum precision in the coefficients.

Normalized coefficients

To make the coefficients comparable between responses when the responses have
different ranges, the "centered and scaled" coefticients are normalized with respect to
the variation in Y. That is, they are divided by the standard deviation of their respective
response, i.e., by the standard deviation in the corresponding ¥;, fori=1,2,...,m.

Confidence interval

Intervals for coefficients (such as e.g., a confidence interval) and predictions are
computed using the total number of observations, regardless of missing values when
the regression model is a PLS regression model and all polynomial models (i.e., the
polynomial model specified by the factors) for all responses are the same. For MLR
and PLS regression models with different polynomial models for different responses,
the total number of observations is the number of elements in the response without
missing values. This total number of observations is displayed as N at the bottom of
plots and lists.

Extended or compact format

For qualitative factors at ¢ levels, with ¢ > 2, MODDE generates ¢ - 1 dummy
variables, indexed from 2 to g.

By default the Coefficient plot displays all g settings using the Extended format. See
the Investigation options subsection in Chapter 4, File, for details.

Interval type and probability levels

Select the type of interval to use to estimate the uncertainties. Available interval types
are Confidence (aka Average), Prediction (aka Individual), and Tolerance.

An interval estimation is used in statistics as an uncertainty measure of a population
parameter computed from sample data.

The simulation will generate points with variance based on the selected interval
estimate. This will in turn generate the required safety margins that correspond to the
defined probability limit of the ideal average prediction. The safety margin increases
from Confidence to Prediction (and in general) to Tolerance.

We use interval estimates for two purposes in MODDE:

e  to assess if model parameters are significantly different from zero (null-
hypothesis significance tests) and

®  to state an interval within which we are confident that we find future
predictions.

There are several types of interval estimates that can be used in MODDE. A common
statement is to say that with a confidence of e.g. 95 % we will find a future sample in
this region enclosed by the interval, i.e. average =+ interval.

The types of intervals available in MODDE are;
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Confidence interval

This interval encloses average of the true population, with some confidence, and is
mainly used to illustrate the variance of the model coefficients.

Prediction interval

This interval encloses a region within which we are confident that the next observation
will fall.

Tolerance interval

This interval encloses a region within which we are confident that some proportion of
future samples will fall.

Specifying the probability level

The Confidence interval and Prediction interval require an acceptance level, i.e.,
roughly speaking a probability. It is usually expressed as the Confidence level (90%,
95% or 99%). The Tolerance interval requires an acceptance level, but also requires a
parameter for the fraction of future samples that fall within the interval, called the
Tolerance proportion. The default setting In MODDE for evaluation of model
parameters is Confidence interval at 95 %. The default setting for predictions is
Prediction interval at 99%.

Plot properties

The interval settings can be adjusted by right-clicking the plots, selecting Properties
and in the dialog that appears, clicking the Interval estimation tab. For Coefficients
and other model plots with interval estimates only the Confidence intervals are
available, thus the tab is named Confidence interval.

Prediction Plot = =

Select responses Axes and constants
Interval estimation Options Plot labels
Interval type:
Confidence ]

Prediction Tolerance proportion:

Tolerance

oy
Mone 95%

In the design space simulations, the Confidence level is controlled by the simulation
procedure; therefore, the Confidence level box is unavailable. If the interval type is
Tolerance interval, the Tolerance proportion is controlled by the simulation procedure
and therefore the Tolerance proportion box is unavailable.

In the Design space options page, a Probability of failure limit of /% corresponds to
99% in Confidence level for the Confidence or Prediction interval types. When the
interval type is Tolerance, the Probability of failure limit of /% corresponds to a
Tolerance proportion of 99%.

Note: If the Use model error check box is available but cleared, settings on the
Interval estimation page have no effect.

For more, see the Interval estimates section in the Statistical appendix.
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Residuals

Raw residuals
The raw residual is the difference between the observed and the predicted values, i.e.

e =yi—Ji

Standardized residuals

The standardized residual is the raw residual divided by the residual standard
deviation

e = €/,
where s is the residual standard deviation.

Residual plots for PLS regression present standardized residuals by default.

Deleted studentized residuals

MODDE defaults to plotting Deleted studentized residuals when fitting with MLR and
the model has at least three (3) real degrees of freedom. Deleted studentized residuals
are not available when fitting with PLS regression.

The Deleted studentized residual is the raw residual (e;) divided by an estimate of its
standard deviation. The estimation of the standard deviation is computed from the
“deleted” standard deviation (s;), which is the residual standard deviation (s;) computed
with observation i left out. When the ith residual is excluded like this, the residual is
sometimes said to be externally studentized. The variance of the ith residual is defined
as

Var(e;) = o2(1 — x;(X'X)"'x}),

where Xi(X'X)™'X{ is the ith element of the hat matrix, sometimes denoted /everage.
Thus the standard deviation of the residual is

sd(e;)) =/ Var(e;)) = o '1 —x(X'X)"1x;.

Hence, the Deleted studentized residual is computed as
€; €}

L
e s = = A
e T sdle) s T-xmXX) 1%,

where s.; is the estimate of the residual standard deviation with the ith sample left out.

For more information see e.g., Belsley, Kuh and Welsch (1980).

Note: Deleted studentized residual requires at least three degrees of freedom.

References

Belsley, David A.; Kuh, Edwin and Welsch, Roy E. Regression Diagnostics:
Identifying Influential Data and Sources of Collinearity. John Wiley and Sons, New
York, 1980.

Acceptance limit

Enter the default Acceptance limit for the investigation in percentage or DPMO.
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This default Acceptance limit is used in all Design space plots and Setpoint features.
The default value is /% outside (/0 000 DPMO).

DPMO = Defects Per Million Opportunities.

List options

Use this page to change the appearance and properties of lists.
e General options such as gridline style and header in bold.
e  Default colors for text and suspicious value.
e Default background color for factors and responses.

e Default colors for header background for different types of factors and
responses.

e Default background colors for different types of data.

e  Correlation matrix threshold and factor and response background colors.

Options

MOCDE options

) Customize the appearance for spreadsheets and lise
Investigation options

e

Customize ribbon Gridline style LightGray v
. Headers in bold Yes v
Quick access toolbar = Default colors
Keyboard Default text color - 0:0: 0
Theme Supicious value text color - 237: 28, 36
-1 Headers

Rest
sstore Defautt background color [_] 230; 230; 230

Default factor background l:l 132; 171; 209
Qualitative factor ba(kgroLD 132; 171: 209
Formulation factor hackgrcD 132; 171; 209
Filler factor background co I:l 132; 171; 209
Regular response ba(kgmul:l 147: 185,127
Derived response ba(kgrou- 111; 162; 85

- Data
Default background color I:l 255; 255, 255
Uncontrolled factor backgr[l 241; 242 242
Constant factor backgroun l:l 241, 242 242
Filler factor background co I:l 241: 242: 242
Regular response ha(kgmuD 255; 255; 255
Derived response ba(kgrou[l 241; 242, 242
Excluded value ha(kgrnun[l:l 230; 230; 230

= Correlation matrix

Threshold 0.3

Factor background color I:l 248; 181; 184

Response background color I:l 211; 227 204

Show details Reset

Cancel Apply Help

Customize ribbon
On the File tab, click Options, then click Customize ribbon to access the page.
1. Select the command in the left box that you want to place.

2. Click the location in the right box where you would like the command to be
shown.
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3.  Click Add.
4.  Click Close to return to MODDE.

Options

MODDE options
@ Customize the Ribbon

Investigation options

Lists Choose commands from: Customize the Ribbon:
Quick access toolbar D New p Main Tabs
Keyboard E®, Experimental design Home

[+ Import external design

Design
«:? Complement design

Worksheet

Theme

Restore 4, Generalized subset designs :
L, Stability testing design Add =
L3 Design from candidate set
€. Design from scores

7 RED-MuUP

<< Remove

4 Open... Optimizer
¥ Close
E Save New Tab New Group Rename
il Save as.. Customizations: Reset
[&l saveas...
IS h

Import/fExport ~

Cancel Apply Help

Note: With this dialog open, all buttons and tabs currently displayed can be dragged to
new positions. Buttons can be removed by pulling them down.

Customize quick access toolbar
On the File tab, click Options, then click Quick access toolbar.

1. Select the command in the left box that you want to add.
2. Click Add.

3. Click OK to return to MODDE.
Options

MODDE options

@ Customize the Quick Access Toolbar,
Investigation options

Lists Choose commands from:
Customize ribbon Fle v

) Mew A # Open
Keyboard #  Experimental design [l Save
Theme [ Import external design & Copy
Restore 4% Complement design Py = Undo

i Generalized subset designs &, Design wizard

<< Remove

52

Stability testing design
Design from candidate set

o

Design from scores
RED-MUP v

Keyboard shortcuts

MODDE includes many keyboard shortcuts in order to access commonly used

functions. Many of these shortcuts will be familiar to Windows users, while some are
MODDE specific.

Key assignments can be modified as desired in the Options dialog, Keyboard page.
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MODDE options Category: 2
Investigation options
Key assignments:
Lists
- - | |l Assign

Customize ribbon Experimental design
- Import external design Remave
Quick access toolbar Complement design e

Generalized subset designs Al

Design from candidate set
Theme Design from scores Press new shortcut key:

RED-MUP v
Restore Dinen

Description:

rrasts = mew inuactination v

Cancel Apply Help
KeyTips

In order to quickly navigate around MODDE using almost exclusively the keyboard
instead of the mouse, MODDE implements the same system of KeyTips as Microsoft
Office.

1. Press the Alt key to see the KeyTips.

2. Then press the indicated number or letter to run the associated command.

MODDE Pro

r1 Wu_ee’tr AE F'I'Ep:
7 %

Design Analysis | Specification Edit Fit  Surnmary | Ove
wizard wizard . meodel* model”  of fit~

General keyboard shortcuts
Copy: Ctrl+C, Ctrl+Insert

Paste: Ctrl+V, Shift+Insert

Cut: Ctrl+X, Shift+Delete

Print: Ctrl+P

Undo: Ctrl+Z, Alt+Backspace

Save: Ctrl+S

Delete: Delete

Select all: Ctrl+A

Insert: Insert

Full screen: F11

Start a new investigation: Ctrl+N
Open a different investigation: Ctrl+O
List/spreadsheet specific

* Ctrl+arrow up/down/left/right moves the cursor to corresponding edge of the
worksheet.

* Shift+arrow up/down/left/right - same as above but also selects cells.
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* Alt+PgUp/PgDn scrolls left/right by page.

* Shift+Home/End scrolls the worksheet to the left/right marking cells.
* Ctrl+Shift+Home/End marks from current cell to top left/bottom right.
* In RED-MUP and Specification tabbed windows: Ctrl+PgDn/PgUp selects
next/previous tab.

MODDE specific keyboard shortcuts

Open the Design wizard: Ctrl+W

Open the Analysis wizard: Alt+W

Add to favorites: Ctrl+D

Add to report: Ctrl+R

Properties: Alt+Enter

Restore

On the File tab, click Options, then click Restore to restore to MODDE factory
defaults.

There are three sections, Format plot, Favorites, and Don't show again messages.

Options

MODDE gptions Format plot ~
Investigation options Restore plot settings to the factory default plot settings Restore
Usts Favorites
Customize ribbon Restore favorites Restore
Quick access toolbar Don't Show Again Messages
Keyboard Recover the "don't show this again™ messages Restore
Theme
v

Cancel Apply Help
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Introduction

The Home tab collects some of the most used functions together in one place, making
them easy to find and access. Some functions are located only on this tab, while most
functions are also located on other tabs. When a function is also located elsewhere, this
chapter only provides a brief description and directions to the main description in
another chapter.

Home f
S j====| Y=/ 2 BT
b Y7 & w et
Design Analysis | Specification Edit Fit ~ Summary | Overview Coefficidl
wizard wizard = model * model*  of fit~ = -

Model 4

RmeE a 29

ients Residuals Observed vs. Contour Sweet Design | Optimizer | Exclude Undo
predicted . spot~ space”

Quick start Irw

Diagnostics & interpretation Optimize Editing

The functions on the Home tab are divided into groups in order to make commonly
used functions easier to find,

®  Quick start group

e Design wizard - provides guidance through the process of setting
up a new investigation or changing an existing one.

e Analysis wizard - provides guidance through the main steps of
analyzing a model.

e Investigation group

e  Specification - opens the Specification window with worksheet,
factors and responses, and constraints available.

e  Model group
e Edit model - to add and remove model terms, see the Model list.
e  Fit model - to refit the current model.
e  Summary of fit - provides access the summary plots and lists.

e Diagnostics & interpretation group

e Overview - opens the Overview plot window displaying a
customizable selection of plots.
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e Coefficients - provides access to coefficient plots and lists
e Residuals - provides access to the residuals lists and plots.

e Observed vs. predicted - displays observed values vs. predicted
values.

e  Contour - opens the contour plot wizard.

e Sweet spot - creates a plot highlighting values that are within the
user specified range.

e Design space - opens the Design Space Plot wizard.
e  Optimize group
e Optimizer - opens the optimizer window.
e Editing group
e  Exclude - excludes the currently selected experiment or data point.

e  Undo - reverses the last action.

Design wizard

The Design wizard is a set of pages that guide you through the steps of setting up your
investigation. The Design wizard covers factors, constraints, responses, objective, and
model.

To access the Design wizard, on the Home tab, in the Quick start group, click Design
wizard.

Ty

"

B

Design
wizard

Hint: Press Ctrl+W to open the Design wizard.

For more information, see Chapter 3, Design wizard.

Analysis wizard and One-Click

The Analysis wizard can be executed in two modes:

1. Clicking One-Click to automatically transform the data and tune the model
if appropriate, or

2. Stepping through the pages in a manual mode using Next and investigating
each page.
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One-Click

When stepping through the Analysis wizard using One-Click the tests available on
each page are automatically performed and transformation of the data and/or tuning the
model is done automatically. If there is a warning that cannot be handled
automatically, the wizard stops at that page and you can decide how to proceed. More
about the tests and warnings in the description of the individual pages later in this
section.

Manual steps

When stepping through the Analysis wizard clicking Next to investigate each page, the
Analysis wizard provides guidance through the main steps of analyzing a model and is
the recommended method for making changes to and adjusting the model. The
Analysis wizard covers:

e  Reviewing raw data
e  Fitting data
e  Diagnostics

e  Refining the model.

Note: When opening the Analysis wizard, the investigation is fitted using the default fit
method.

Accessing the Analysis wizard and One-Click
On the Home tab, in the Quick start group, click Analysis wizard.

i
Analysis
wizard

Included graphs and plots
e  Replicates
e  Histogram
e  Coefficients
e  Summary of Fit
e  Residuals Normal Probability
e  Observed vs. Predicted.
Toolbar functions
The functions available in the Analysis wizard,

Response: |Fuel

&

Response: Swaps between active responses.

Exclude: Excludes model terms or experiments.

¥ Undo: Reverses the most recent change to the model.

_lRegression line: Toggles the regression line.
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Iﬁl Show limits: Toggles lines for applicable Min, Max, and Target levels.

22 L N Auto transform: Available when the value for Skewness test is
higher than 2.

WA Transferm o nsform: Available when looking at the histogram; opens the

Transform Response dialog box.
74 Auto tune . . N
Auto tune: Available when there are insignificant model terms that
improve the model (increase the Q2-value) when removed.
¥ Edit model _ . _ .
Edit model: Available when looking at the coefficients plot; opens the
Edit Model dialog box.
"2 Square test . .
Square test: Available for the coefficients plot when the square test
detects significant square terms.

* .
#¢ Interaction test Interaction test: Available for the coefficients plot, when there are

significant interactions detected and the design is resolution I'V.

One-Click simple case

Using One-Click in the Analysis Wizard aims at making the analysis process as simple
for you as possible. Auto transform and Auto tune are performed without your
involvement while there are other warnings that need your attention. This section
explains a One-Click scenario where no interaction is necessary.

Replicate plot

With default settings, One-Click stops at the Replicates plot for each response, helping
you to take a quick look at the raw data before One-Clicking your way through the
wizard.

g Analysis Wizard - oIEl
Response: |Soot hd ﬁ | @
__ | Replicate plot n
Replicates - Soot [l Replicates [
35 Experiments - @
o @ Expe 1 Advisor
37 0.8 -
@ The variability of the
2.5 o0& replicates is small. This will likely
] 07 result in a very useful model.
E 2 @3 26
= @14 : e
81.57
2 S
A ; @9 @12 05 More
! hiax
1@ 3 12 o4 The replicate plot shows the
0591 3 @ 0o 1% 0.3 wariation in results for all
! a @ [ R L] R experiments for a quick raw
o ] é ; :1 T FL T é é ‘ID T ‘2 = 1'4 1'5 0.2 data inspection. Repeated
> 7 o1 experiments appear in a
Replicate index ' different col ted by
N=17; DF=7; Cond. No.=4.508; RSD=0.249; Q2=0.681 a I" srent colorconnected by @
ine.

The ideal cutcome is that the
<PreviousY | Next > One-Click » Close vaniability of repeated
experiments is much less than v

Summary page

After One-Clicking all responses there is a summary of the automatically performed
actions on the Summary page.
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~

Summary
Summary of changes done during the current session of the Analysis wizard.
Auto transform’
The following responses were automatically transformed:

Response  Transform

Soot Log: 10Log(Y)
Madel auto tuning®

Response  Mew model Terms removed

Fuel Air, EGR, NL AIFEGR, EGR™NL, AirML

NOx Air, EGR, NL, EGR*ML  Air*NL, Air'EGR

Soot Air, EGR, NL EGR*ML, Air*NL, AirEGR
1) Aute transform log transforms a response if it i skewed and the wansformation improves Q2 and skewness.
2} Auto tune model sutomatically removes terms from the model if the p-value for the coefficient is grester than 0105 and (2 increases sfter removing the (V]

term.

< Back

Next >

Note: If manual changes were done, such as adding a term using the
Square/Interaction test, that information is also listed here.

Replicates

Replicates is the first page shown when opening the Analysis wizard and provides a
quick overview of the raw data. This plot is displayed for each response when using

One-Click in default mode.

4 Analysis Wizard
Response: | Soot -| & e
Replicates - Soot W Replicates
35 Experiments
o7 .
34
2.5
)
g7 ®s
B5 L RE
a [ JH
e: @:s
1
hax ® 5
4 5
0541 5 e 0@ 2 tH
o ®s on
e
12 3 4 5 6 7 8 9 101112 13 14 15
Replicate index
N=17; DF=7; Cond. no.=4.508; RSD=0.249; Q2=0.681

< Previous ¥

Understanding the plot

Mext >

One-Click »

0.9
0.5
07
0.6
0.5
04
0.3
0.2
o1

i b

Close

- o N

Replicate plot n

Advisor

@ The variability of the
replicates is small. This will likely
result in a very useful model,

More

The replicate plot shows the
wvariaticn in results for all
experiments for a quick raw
data inspection. Repeated
experiments appear in a
different color connected by a
line.

The ideal cutcome is that the
variability of repeated
experiments is much less than ~

Experiment points above the red Max line or under the Min line are generally

undesirable.

MODDE shows replicated experiments as blue (default) points on the same replicate

index.
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The variation of repeated experiments should be less than the overall variation for the
response.

The Advisor in the Analysis Wizard shows the results after running Tukey's test to
identify outliers and the variability test to indicate possible expected results based on
the relative replicate variability. For more about these tests, see the Tukey's and
variability tests subsection in the Statistical appendix.

Working with the plot
It is possible to identify outliers when examining the Replicates plot.

Some of the common causes and suggested solutions to outliers are:

e Incorrect data entry in the worksheet — In this situation correct the worksheet
and refit.

e  Experiment incorrectly carried out — If the experiment was not done
correctly, repeat the failed experiment and refit.

e  The deviating result is correct and the experiment does not fit the model —
Empirical models are only valid within a limited interval. If the deviating
point is correct but uninteresting, then remove it from the analysis and refit
the model without it. If the deviating point is in an interesting area, it may be
necessary to construct a finer-grained design in that area.

Click Next to see the Histogram for the current response.

Histogram

Histogram is the second page of the Analysis wizard. This page provides the
opportunity to see the shape of the response distribution and apply a transformation if
required.

. Analysis Wizard - B
Response: |Soot - ] = @ Z/-!\Aututransform A Transform

. _ . |Histogram plot i
Histogram - Soot [mag/s] . Rz . =

1 Advisor

! The skewness test was

08 triggered.

o7 The skewness is 1.77 which

0.6 corresponds to a Skewness test
_ value of 3.22. This indicates that

03 this response might need

0.4 transformation.

0.3 With 2 high positive skewness,

consider a Log transformation or
auto transform.

0 0.8 16 24 32 4
Bins
N=17; DF=13; Cond. no.=1.355; RSD=0.442; Q2=0.526

0 More

<Back OneClick » Close The histogram shows .the shapg of
the response distribution and is

Understanding the plot

A proper estimate of the distribution requires a minimum of 11 observations. The
important decision to make at this step in the Analysis wizard is to decide if a
transformation is required. When the Skewness test value falls outside the -2 to 2 range
there is a warning in the Advisor suggesting a transformation.
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By selecting an appropriate transformation, a non normal distribution might be
transformed to normal distribution. In general, normally distributed responses will give
better model estimates and statistics.

If a response has already been transformed, the response will have a tilde ("~") after its
name in the plot. To see what transformation has been applied, click Transform.
Transforming the response

If the distribution is not a normal "bell-shaped" distribution, then it is likely a
transformation is required.

The desired distribution is a "bell shaped" normal distribution.

If there is a positive skewness, a log transformation is
probably preferable.

If there is a negative skewness, a negative log transformation
is probably preferable.

Hint: Biological systems almost always require a logarithmic transform.

Auto transform

For the case where the Skewness test value is larger than 2, Auto transform is
available. Clicking Auto transform or One-Click log-transforms the response
provided Q2 is increased and skewness decreased.

For details, see the Auto transform and Auto tune subsection in the Statistical
appendix.

Manual transformation

To apply a transform manually:

1. Determine the required transformation. For transformation suggestions, see
the Box-Cox subsection in Chapter 8, Analyze.

2. Click Transform.
Click the desired transformation in the Transformation list.

4.  Change the values of C1, C2, and C3 (if available) from default values if the
data requires it.

Click Apply to see the transformed response.
Click OK to return to the Analysis wizard.
Click Back to go to Replicates.
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Click Next to go to Coefficients.

Coefficients

The coefficients page of the Analysis wizard provides access to the Coefficients plot
for the current response (Y).

9 Analysis Wizard = [=
Response: |Fuel - @ b NEdllini 74 huto tune Y% Edit model | "2 Square test £
Coefficient plot n
Coefficients (scaled and centered) - Fuel I
15 . @D
1 Advisor
107 0.5
! Potential medel problems
54 08 detected
%‘ 0+ or Square terms have been
E 0.6 detected. Click square test to
T 54 R detect whether there are
= 03 possible model improvements,
-104 04
15 03 More
0.2
-2 L o A o1 The coefficients plot shows the
< 2 = | significance of the terms in the
N=17; DF=13; Cond. no.=1.355; RSD=3.574; Q2=0.883 0 model.
! A significant model term.
<Back OneClick » Close
- v

A significant term is one with a large distance from y=0 as well as having an
uncertainty level that does not extend across y=0. A non significant model term is a
model term close to y=0 line and with an uncertainty level that crosses y=0. The trigger
for the Auto tune feature in the Coefficient plot is that Q2 increases if the smallest non
significant terms are excluded.

When confoundings are present, the coefficient plots and lists display a bracket ("#")
after the term. Point to the column to view the confounded terms.

Understanding the plot

The coefficient plot presents a graphical representation of the model terms in order to
determine their significance.

Significant model terms:

e  Far away from y=0 (either positive or negative)
e  Uncertainty range does not cross y=0.

Non significant model terms:

e  C(Close toy=0

e  Uncertainty range crosses y=0.

92



05-Home

Working with the coefficient plot

The coefficients plot provides support for tuning of the model by adding or removing
model terms.

Remove non significant model term using Auto tune

When Auto tune is available, click it to remove all insignificant terms at once. Note
here that Auto tune removes each term individually and checks the result before
continuing. For more, see the Auto transform and Auto tune subsection in the
Statistical appendix.

Remove non significant model term manually

Starting with the least significant model term

1. Check that no significant model term depends on the non significant model
term, meaning that if a higher order model term (e.g. interaction) is
significant a non significant linear term should not be removed.

2. Click Exclude.

3. Click the non significant model term.

Hint: When excluding terms manually, exclude only one model term at a time as it
may make other model terms more significant. Q2 will probably increase as non
significant model terms are removed, so note the before and after values as each term
is excluded and aim to maximize Q2 to achieve the best possible prediction
performance. DF (Degrees of Freedom) will also increase. A higher DF is better for a
proper estimate of the confidence interval.

Adding model terms

Click Edit model to include any model terms to the investigation that are not visible.
This can also be used to include a model term that was previously removed.

When applicable, click Square test or Interaction test to add model terms.
Click Next to go to Summary of Fit.

Click Back to return to Histogram.

Square test

The square test is performed when adding a square term does not result in a condition
number that exceeds 100. When the square test has been performed and a significant
square term has been found, the Square test becomes available. The test starts with the
current model, adds one specific square term at a time and tests them individually.

Note: Quadratic terms are confounded when the design is a screening design. External
knowledge or further experiments are required to permit a more rigorous assessment
of which quadratic terms are necessary for the current design. Therefore addition of a
square term is not done automatically in One-Click.

To add a square term:

1. Click Square test.

2. Look for terms that are shown in black instead of red in the P column.
3. Change Excl to Incl in the Incl/Excl column for the square to include.
4

Click OK to return to the Analysis wizard. Note here that the addition of a
square term may reactivate the interaction test and vice versa.
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Square Terms
1 2 3 4
1 |[Fuel ] Coeff.SC P Incl/Excl
2 AirAir -3.33436 | 0.000 Excl |«
3 EGR*EGR | -1.78364 0106 Excl |-
4 NL*NL -241177 | 0026 Excl |«

WARNING: This is a test to detect possible nondinearities, The current design must probably be
augmented to permit a more rigorous assessment of suggested quadratic terms. The quadratic terms
will most likely be confounded.

oK Cancel Apply

Hint: To check the correlation between square terms, open the correlation matrix.

Interaction test

For screening designs of resolution IV, the interaction test can help find significant
interaction terms. In resolution IV designs, all interactions terms are confounded which
means that you should consider which interaction term is most reasonable in the
Interactions dialog box. This is also the reason why addition of interaction terms
cannot be done automatically in One-Click but must be done manually by you.

Confounded terms are model terms that are mathematically identical to other model
terms in the current design.

If significant interaction terms are detected, the Advisor will show a warning and the
Interaction test becomes available. The interactions are tested individually and the
values shown in the table are results with the individual interaction included.

To add significant interaction terms:
1. Click Interaction test.
2. Look for terms that are shown in black instead of red in the P column.

3. Based on which model terms are significant, change Excl to Incl in the
Incl/Excl column.

4. Click OK to return to the Analysis wizard. Note here that the addition of an
interaction term may reactivate the square test and vice versa.

Note: The Confounded with column in the Interactions dialog box shows which model
terms the model term is confounded with. For more, see the Confoundings subsection
in Chapter 6, Design.
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Interactions

1 2 3 4 5 6

1 |[M5 ] Coetf.sC P Confounded with Confounded with Incl/Excl
2 A/PDis | -0.125001 0975 Surf'Lub Exc [+
3 A/FSurf -0.75 | 0.853 | F1/F2"Bin Dis"Lub Exc |+
4 | AfFLub -9.875 0.004 Dis*Surf Exc [+
5  Dis"Surf -0.875 | 0.004 | A/F*Lub Excl |+
6 Dis*Lub -0.75 | 0253 A/F*Surf F1/F2*Bin Excl |+
7 | SurfLub | -0.125001 0875 A/F*Dis Excl |+

‘*H‘J‘dw"wg

Summary of Fit

The Summary of Fit page of the Analysis wizard provides a summary of the basic
model statistics.

Q Analysis Wizard - B
Response: A BEANE]
Summary plot L
Summary of Fit W Rz
1
lQ2 A summary of the basic model
08 [ Mode! validity statistics in four parameters; 1 is
0.8+ [l Reproducibiity perfect = 100%.
07 R2 shows the model fit; 0.5 isa
0.6 model with rather low
significance,
05
o4 Q2 shows an estimate of the
future prediction precision. Q2
0.3 should be greater than 0.1 for a
0.2+ significant model and greater
01 than 0.5 for a good model.
0 Model validity is a test of
Fuel diverse model problems, A
N=17; DF=11; Cond. no.=2,97%; RSD=1,961; Q2=0.961 walue less than 0.25 indicates
statistically significant model
problems, such as the presence
f outli t model
| <Bak [ Mext> || onedick» | | close OF outlers, an Incomeet mocel
or a transformation problem. e

Understanding the plot

Summary statistics are presented in four parameters (R2, Q2, Model validity, and
Reproducibility) where 1, or 100%, is perfect. R2 and Q2, the first two columns,
should be close in size. The difference shouldn't be more than 20% in most situations.

R2
Shows the model fit. A model with R2 of 0.5 is a model with rather low significance.
Q2

Shows an estimate of the future prediction precision. Q2 should be greater than 0.1 for
a significant model and greater than 0.5 for a good model. The difference between R2
and Q2 should also be smaller than 0.3 for a good model. Q2 is the best and most
sensitive indicator.

Model validity

95



MODDE 12

A test of diverse model problems. A value less than 0.25 for Model validity indicates
statistically significant model problems, such as the presence of outliers, an incorrect
model, or a transformation problem. A low value here may also indicate that a term,
such as an interaction or square is missing. When the pure error is very small
(replicates almost identical), the model validity can be low even though the model is
good and complete. When the pure error is so small that the replicates are deemed
identical by MODDE, the model validity is labeled Missing as it cannot be calculated.

Note: Model validity might be low in very good models (02>0.9) due to high
sensitivity in the test or extremely good replicates.

Reproducibility

The variation of the replicates compared to overall variability. The Reproducibility
should be greater than 0.5.

Improving summary statistics

Summary statistics can be improved by tuning the model in the various steps of the
Analysis wizard.

e  Select the appropriate transformation in the Histogram.
e  Remove non-significant model parameters in the Coefficient plot.

Click Next to go to Residuals Normal Probability.

Click Back to return to Coefficients.

Residuals Normal Probability

This page shows a plot with the residuals of a response vs. the normal probability of
the distribution.
Q Analysis Wizard = =
Response: |Soot ~| & 7] =

Residuals Normal Prob... &
Residuals Normal Probability - Seot

Normal prebability

0.95
R

0.9

y = 0.7

2=

H35% + 0003135
33

oss12

081

=
)

=
in

= o
[

=

0,05

L
¥
£
: 9
Iy 1/4

450

5 4 3 2
Deleted studentized residuals

N=17; DF=7; Cond. no.=4,508; RSD=0.243; Q2=0.681

< Back Mext >

Understanding the plot

One-Click »

09

08

06
05
04
03
0z
o1

Close

This plot shows the residuals of
a respense vs, the nermal
probability of the distribution.

If all peints are on a straight line
on the diagenal, the residuals
are normally distributed noise,
This is the ideal result. Points
outside the red lines indicate
outliers that should ke checked.

A curved pattern indicates non
modeled quadratic relations or
incorrect transformation of the
response. OF < 5 can resultin
strange patterns.

Deviating experiments shall be
compared with the same
deviation in the "Observed vs
Predicted” plot, a significant
e T

"

If the experiments are on a straight line, then the residuals are normally distributed.
Points outside +/- 4 SD are considered outliers and should be examined for errors.

A curved pattern indicates non modeled quadratic relations or incorrect transformation
of the response. If the Degrees of Freedom is under 5 (DF < 5), the plot may display a
strange pattern.
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Improving the Residuals Normal Probability plot

e If'the points are not linear, the response may require a different
transformation. Return to the histogram page and check.

e  If'the pattern is curved, return to the coefficients page and check the Square
test for non modeled quadratic relations.

e  Experiments can be excluded, but this is not recommended and is therefore
never done automatically with One-Click. Outliers should instead be checked
if they have been entered into the worksheet correctly. If a point proves to be
a bad entry or large outlier but uninteresting point, any transformation should
be removed and the model should be reset to the default before restarting the
analysis after changing the value/excluding the point.

Click Next to go to Observed vs. Predicted.
Click Back to go to Summary of Fit.

Observed vs. Predicted

This plot displays observed values vs. predicted values.

g Analysis Wizard o B
Response: | Fuel -| & 7] =
o Observed vs. Predicted #
Oipserved vs. Predicted - Fuel I

265 7 1 This plot displays observed

260 T response values vs, predicted

2551 5 1ﬁ~ 2 08 values,

- 5 -
72507 ® 10 o8 For a good model, the points
gznﬁ- " ”‘ y 07 should be close to a straight line,
207 . "; 7 06 DF < 3 will implicitly give a perfect
5235 S @ . it
B - 0.5
B A
-
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Understanding the plot

Plots with points close to a straight line indicate good models. If Degrees of Freedom
is under 3 (DF < 3), the plot will implicitly give a perfect fit.

Click Regression line to see a perfect observed vs. predicted line.
Click Next Y to go to Replicates for the next response.
Click Back to return to Residuals.

Specification

On the Home tab, click Specification to open the Specification window that shows
views of the Worksheet, Factors and Responses.
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B2 Specification

1 2 3 4 5 7 7 8

Exp No| Exp Name RunOrder  Incl/Excl Air EGR% Needlelift Fuel I
1 1 N1 10 Incl - 241 6.1 -5.78 236.637 2
2 2| M2 3| Incl - 284 & -5.78 254.722 2
3 3 N3 5 Incl - 241 12 -5.78 242.841 1
4 4 M4 15  Incl - 283 12.1 -5.78 262.626 1
5 5| N3 & | Incl - 241 6.2 [u] 217.069 2
& & M 14 Incl - 283 6.1 4] 230.527 3
7 7 N7 17 | Incl - 242 12.1 a 221.274 1
8 g | N8 7| Incl - 284 11.8 0 236.25
9 3| N% 1| Incl - 241 9 -3.16 231.77
10 10 MN10 16  Incl - 284 9.2 -3.16 248.084 1

@ Factors Responses

Spreadsheet access

The arrow under Specification provides shortcuts to some of MODDE's spreadsheets.
More info on these can be found in Chapter 6, Design. Information about adding,
modifying and deleting factors, responses, etc, can be found in Chapter 3, Design
wizard.

(=== =]

Specification
= Investigation specification
EH  Factors

EE Responses
EF  Constraints

Inclusions

be| Generators...

Worksheet

Edit model

Edit Model dialog box

On the Home tab, in the Model group, click Edit model to open the Edit Model
dialog box. Here you can view, add and remove model terms to the model for each or
all responses.

Use the For response box to switch the response for which the model is displayed. [/
All responses ] is available here to select all responses at once.
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Y

Factaors:

05-Home

- cEN

Edit Model

Add terms to the model by selecting factors, and combining them
into model terms.

For response: [ All responses ] w

Mew term: Model terms (10):

Air
EGR%:

Mame A,
Air
EGR
Meedlelift ML

Constant
Air

EGR

ML

Alr =Air
EGR*EGR.
MNL™ML
Air *EGR
Air L
EGR*NL

Clear

Factors ==

Interactions ==

Squares =

Int, &sg. ==

Undo

Model list

Remove

Enforce the mixture model hierarchy

Reset

Cancel

Apply Help

On the Home tab, in the Model group, click the arrow under Edit model to open the
Edit model menu.

Y7

Edit
model
Yu

Edit model
Model list

Click Model list to open the Model list.

Model List
1

Reaponses:

[T=R == = RN R R I
B - AT R U VR

—
[=]

-0 X%
2 3 4 5 & 7

Full Mame Abbreviation Full Name  Abbreviation Full Name  Abbreviation
Fuel MNOx Soot
Constant Cst Constant Cst Constant Cst
Air Air Air Air Air Air
EGR% EGR EGR% EGR EGR% EGR
MNeedlelift ML MNeedlelift ML Needlelift ML
AirAir AirtAir AirAir Airthir
AirNeedlelift | AirfNL EGR%"EGR% | EGR™EGR

MNeedlelift*Me ML*MNL

EGR%"Meedld EGRTML
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If you have qualitative factors at more than two levels and want to display the model
with the qualitative factors extended:

1. Right-click the Model list.
2. Click Properties.
3. Click Extended — Show all settings.

Fit model

On the Home tab, in the Model group, click Fit model to fit or refit the model.
Click the arrow under Fit model to show the available fitting methods.
Fit
model =
Standard

Aute MLR PLS
Mixture with pseudo

MLR PLS Scheffé MLR
Mixture without pseudo

MLR PLS Scheffé MLR
PLS options

@ Add component

Standard fit

When the investigation does not contain mixture factors, the only available fitting
methods are standard.

Auto
Click Auto to use the default fit method.

MODDE defaults to using Multiple Linear Regression (MLR) as long as the condition
number permits. When the condition number becomes too large, MODDE defaults to
using PLS. You may override the default by selecting the desired fit on the Home tab,
in the Model group; click the arrow under Fit model to open the Fit Model gallery.

Note: If your X matrix has a condition number > 3000, MODDE will only fit the model
with PLS and the condition number when selecting MLR is displayed as infinite.

Fitting with MLR

When fitting with MLR, MODDE will separately but automatically fit all of the
responses. Use the Select responses box to select the desired response.

If some response values are missing, MODDE excludes the rows with missing data for
that specific response and keeps it for all others in the calculations.
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Fitting with PLS
With PLS all responses are fitted simultaneously.

PLS handles missing values in the responses, without excluding the runs from the
analysis when the same model is used for all responses. When the models are not

identical, the fit is done separately for each response and missing is handled as for
MLR.

When fitting the model with PLS, MODDE computes as many PLS components as
significant by cross validation. See the statistical appendices for significance rules.

To add more PLS components:
1.  Onthe Home tab, in the Model group, click the arrow under Fit model.
2. Click Add component.

Once the model is fitted the commands to display results and perform diagnostics are
available. Specific commands and features pertaining only to PLS are unavailable
when fitting the model with MLR.

To exclude responses from the analysis, set their unit variance modifier to zero, in the
response dialog box. This will give the responses zero variance, and hence exclude
them from the analysis.

Note that with PLS the X matrix is always scaled and centered to unit variance. The
centered responses are scaled as you selected in the response definition. The default is
unit variance.

Note: The default method of fit with the Cox reference mixture model is PLS. When the
model obeys mixture hierarchy you can if you want fit the model with MLR. When
fitting the model with PLS, the condition number refers to the X matrix, with unit
variance coding.

Mixture fit

A design containing mixture factors can be fitted either with or without pseudo
components.

To fit the model containing mixture factors, on the Home tab, in the Model group,
click the arrow under Fit model. Then select the desired fit option.

When you select a fit method with pseudo components, MODDE displays all mixture
designs (the design matrix not the worksheet) with the mixture factors transformed to
pseudo components. When the mixture region is a simplex, transforming to pseudo
components gives all mixture factors the range 0 to 1. When the mixture region is not a
simplex, pseudo components stretch the experimental region.

Scheffé MLR

Click Scheffé MLR to fit the mixture data with a Scheffé type model. When you select
this fit method, the model is restored to its default specification. Scheffé MLR is
available when your investigation contains only mixture factors.

Summary of fit

Summary plots and lists can be accessed on the Home tab. Click Summary of fit to
open the Summary of Fit Plot. Alternatively click the arrow under Summary of fit in
order to choose between various summary plots and lists.

Available plots and lists:
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e  Summary of Fit Plot

e  PLS Total Summary Plot

e  PLS Response Summary Plot
e  Summary List

e  PLS Summary List

Note: PLS summaries are only available when fitting the model with PLS.

Understanding the plot

Summary statistics are presented in four parameters (R2, Q2, Model validity, and
Reproducibility) where 1, or 100%, is perfect. R2 and Q2, the first two columns,
should be close in size. The difference shouldn't be more than 20% in most situations.

R2

Shows the model fit. A model with R2 of 0.5 is a model with rather low significance.

Q2

Shows an estimate of the future prediction precision. Q2 should be greater than 0.1 for
a significant model and greater than 0.5 for a good model. The difference between R2
and Q2 should also be smaller than 0.3 for a good model. Q2 is the best and most
sensitive indicator.

Model validity

A test of diverse model problems. A value less than 0.25 for Model validity indicates
statistically significant model problems, such as the presence of outliers, an incorrect
model, or a transformation problem. A low value here may also indicate that a term,
such as an interaction or square is missing. When the pure error is very small
(replicates almost identical), the model validity can be low even though the model is
good and complete. When the pure error is so small that the replicates are deemed
identical by MODDE, the model validity is labeled Missing as it cannot be calculated.

Note: Model validity might be low in very good models (02>0.9) due to high
sensitivity in the test or extremely good replicates.

Reproducibility

The variation of the replicates compared to overall variability. The Reproducibility
should be greater than 0.5.

Improving summary statistics

Summary statistics can be improved by tuning the model in the various steps of the
Analysis wizard.

e  Select the appropriate transformation in the Histogram.
e  Remove non-significant model parameters in the Coefficient plot.

More information on the Summary of fit plots and lists can be found in Chapter 8,
Analyze.

Overview

On the Home tab, click Overview to open the Overview Plot window.
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This window shows multiple graphs at once in order to better give an overview of a
response. The plots shown can be changed.

1. Right-click the Overview Plot window.
2.  Click Properties.
3. Inthe Overview Plot dialog box, click the Selected plots tab.

Overview Plot - B
Select responses | Select plots

Select the plots you want to display.

Availzble plots: Selected plots:

Box Whisker Plot Summary Flat

ANOVA Plot Coeffident Plot

Lack of Fit Plot Residuals Normal Probal
BoxCox Flot

PLS Response Summary|
Observed vs. Predicted
Residuals vs. Predicted
Residuals vs. Run Ordel
Effects Mormal Probabili
Effect Plat

Correlation Plot

| OK | | Cancel | Apply Help

4.  Use the arrows
and Selected plots.

5. Click OK to return to the Overview Plot.

to move plots back and forth between Available plots
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Coefficients

There are two coefficient plots and two coefficient lists available in MODDE.

On the Home tab, in the Diagnostics & interpretation group, click the arrow under
Coefficients to open the gallery.

See Chapter 8, Analyze for more information.

Residuals

On the Home tab, in the Diagnostics & interpretation group, click Residuals to open
the Residuals Normal Probability Plot.

Other residuals plots and lists are available by clicking the arrow under Residuals and
then clicking a plot or list.

See Chapter 8, Analyze for more information.

Observed vs. predicted

On the Home tab, in the Diagnostics & interpretation group, click Observed vs.
predicted to open the Observed vs. Predicted Plot.

The Observed vs. Predicted Plot displays observed values vs. predicted values.

[Z] Observed vs. Predicted Plot - 0 X

Observed vs. Predicted - Engine (MLR)
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Understanding the plot

Plots with points close to a straight line indicate good models. If Degrees of Freedom
is under 3 (DF < 3), the plot will implicitly give a perfect fit.

Properties

The properties dialog box of the Observed vs. Predicted Plot allows for the responses
to be selected, limits to be shown or not, and what plot labels to display.
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Observed vs. Predicted Plot o =

Selectresponses | Limits | Plot labels

Select the responses you want to display.

Available responses: Selected responses:
Soot
NOx =

=

Cancel Apply Help

Contour

On the Home tab, in the Diagnostics & interpretation group, click Contour to open a
dialog box with settings for creating contour plots. Click the arrow under Contour to
choose to show a specific contour plot directly.

W

Contour

Process

N

Contour 4D Contour Surface

Mixture
A 22

Contour 4D Contour

More information for each plot is available in Chapter 9, Predict.

Sweet spot

The Sweet Spot plot highlights the areas were the responses are within the user
specified ranges. The sweet spot plot can be displayed as 2D, 3D or 4D for process
factors and as 2D or 4D for mixture factors.

On the Home tab, in the Diagnostics & interpretation group, click Sweet spot to
open a dialog box with settings for creating a sweet spot plot. Click the arrow under
Sweet spot to show a specific sweet spot plot directly.
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Sweet
spot~

Process

H m 2

Sweet spot 4D sweet spot  Sweet spot
surface

Mixture

A 22

Sweet spot 4D sweet spot

For more information, see the Sweet spot section in Chapter 9, Predict.

Design space

The Design space plot is a type of sweet spot plot that shows the probability

estimation.

On the Home tab, in the Diagnostics & interpretation group, click Design space to
open the Design Space Plot dialog box with settings for creating a design space
contour plot. Click the arrow under Design space to choose to show a specific design

space plot directly.

Design
space~

Process

i P

Design space 4D design

space
Mixture
i
VN A
Design space 4D design
space

For more information on the various design space plots, see Chapter 9, Predict.

Optimizer

On the Home tab, in the Diagnostics & interpretation group, click Optimizer to
open the Optimizer window and provide access to the Optimizer contextual tab.

More information about the optimizer is available in Chapter 12, Optimizer.

Exclude

Exclude is located on the Home tab, in the Editing group.
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L f

Exclude

Use Exclude to remove unwanted model terms or experiments from plots and charts.
Exclude can either be clicked before selecting points or after selecting points. When
clicked before selecting points, Exclude remains active allowing for the repeated
removal of model terms.

Click Undo to readd newly removed model terms or experiments.

Undo

Undo is located on the Home tab, in the Editing group.

T

P,
Undo

Click Undo or press Ctrl+Z to undo changes in MODDE. Such changes can be
changing values or text (factor name for instance), cutting, copying, pasting, deleting,
sorting in spreadsheets, or editing the model.

Undo is activated after changes in:

e  The spreadsheets Worksheet, Factors, Responses, Constraints, Inclusions,
Prediction, and Optimizer.

e The model terms in the Edit Model dialog box or by clicking Exclude and
marking model terms to exclude in a plot.

e  The experiments (observations) by clicking Exclude and marking
experiments to exclude in a plot.

Undo remembers the ten last actions in the worksheet, in the Edit Model dialog box,
and in plots displaying experiments (observations) or model terms.

Undo works on the active plot or spreadsheet.

Note: After editing the values in the worksheet the undo feature of plots displaying
experiments stops working as manual changes in the worksheet empty the undo-
memory for plots.
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Introduction

The Design tab provides access to the various worksheets that are part of the design
such as factors, responses, constraints, and inclusions. D-Optimal design functions are
also available on this tab (if the current design is D-Optimal) as well as functions
concerning the objective of the investigation.

Design
E= Factors B2 Inclusions *x I},I E‘T]De:ign matrix
EE Responses /! ¥ EZ Design summary X
Objective | Design
E¥ Constraints s Generators L regian _-;?Ccnfcunclings
Specification Shor D-Optimal

Specification group
e  Factors - opens the Factors spreadsheet with all factors.
e Responses - opens the Responses spreadsheet with all responses.

e  Constraints - opens the Constraints window with the opportunity to define
and modify constraints graphically.

e Inclusions - opens the Inclusions spreadsheet.

e  Reference mixture - opens the Reference mixture spreadsheet.

e Generators - opens the Generators dialog box.

e  Objective - goes to the Select objective page of the Design wizard.
Show group

e Design region - opens the Design Region plot.

e Design matrix - opens the Design Matrix.

e  Design summary - opens the Design Summary list, summarizing the design
specifications.

e  Confoundings - is available if confoundings are present in the investigation,
opens the Confoundings list.

D-Optimal group

e  Candidate set - opens the Candidate Set spreadsheet with the discrete set of
“all potential good runs.”

e New design - opens the D-Optimal results page of the Design wizard.

e Onion - provides access to the Onion and Onion 3D plot.
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Factors

Factors are variables that can be varied, or vary, during an experiment. Typical
examples of factors are amount of raw material or temperature.

The Factors spreadsheet is located on the Design tab, in the Specification group,
alternatively on the Home tab, under Specification.

In the Factors spreadsheet (window), you define (enter), modify, and delete factors.
MODDE supports quantitative, qualitative, and mixture factors.

Quantitative factors may be used in a transformed metric. When factors are
transformed, the design is created in the transformed units, but the worksheet is
expressed in original units and so are the plots by default.

Hint: To set the units of a factor as °C (degrees Celsius), use Alt+0176 for the ASCII
code. Hold down Alt, then press 0176 in succession, using the number pad on your
keyboard.

Factors spreadsheet

When a factor has been defined, the Factors spreadsheet provides an overview of the
factor definitions, with one factor in each row. In the factor definition spreadsheet, the
fields Name, Abbr, Units, and Settings can be modified directly by typing in the
worksheet.

Modify
Modifying the settings when a design was created opens a dialog allowing you to:

e Delete the current design - the design and all settings and results are
deleted.

e  Update factor scaling - updates the factor scaling used in for example the
calculations of coefficients and selection of axis length. Note that constraints
are updated with the new setting.

e  Update factor settings in the worksheet for experiments not yet
performed. Update factor scaling - alters the factor settings in the
worksheet for experiments not performed and also updates the factor scaling
used.

To modity any of the other fields, double-click one of them and the Factor Definition
dialog box opens. Factors can be added by double-clicking the last row of the factor
definition spreadsheet, or right-clicking the spreadsheet and clicking Add factor....

Copy

To copy factors, mark the factors to copy, then press Ctrl+C and Ctrl+V. MODDE
copies the factors and adds a digit after the name when pasting to make it unique.

Hint: You can copy factors in one investigation and paste them in another new
investigation. Other transformations than Log cannot be pasted.

Spreadsheet

The factor columns that are present by default are,

e Name
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e  Abbr
e  Units
e  Type (quantitative, quantitative multilevel, qualitative, formulation, or filler)

e  Settings (high and low vales displayed except for quantitative multilevel and
qualitative where all levels are displayed)

e  Transform

e  Factor setting precision.

E Factors -0 X
MName Abbr., Units Type Settings Transform Precision

1| A kg/h Quantitative 240to 284 | None 4

2  EGR% EGR % Cluantitative  6to 12 Mone 0.4

3 MNeedlelift ML ETDC Cuantitative  -5.78to 0 Mone 0.4

More factor columns can be shown by changing the Properties of the Factors
spreadsheet (right-click the spreadsheet and click Properties);

e  Use (controlled, uncontrolled, or constant)
e  No. of decimals
e MLR scale

e  PLSscale

Click Reset in the Properties dialog box of the Factors spreadsheet to reset the
Factor columns to MODDE's default.

Properties = =

Factor columns

B Show or hide
Show Abbr. Yes
Show Units Yes
Show Type ‘fes
Show Use Mo
Show Settings Yes
Show Transform Yes
Show ‘No. of decimals’ No
Show MLR. scale Mo
Show PLS scale No
Show factor setting predsion ‘fes
Show details Reset
OK Cancel Apply Help

Printing the factor spreadsheet

Print is available for the active plot or list. MODDE provides a variety of ways to print,
e  Ctrl+P, the Windows keyboard shortcut for print,
e Right-click the desired plot or list and click Print,
e  On the File tab, click Print.
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Responses

A response is the result from an experiment. A typical example of a response is yield.

On the Design tab, in the Specification group, click Responses to open the Responses
spreadsheet. The Responses spreadsheet can also be opened on the Home tab, click
Specification, then click Responses.

In the response definition spreadsheet, you define (enter), modify, delete, copy, print,
and list responses. MODDE supports only quantitative responses.

Responses may be transformed, and MODDE supports several transformations.

Note: For transformed responses predictions, contour plots and 3D surface plots are
back transformed to original units.

Responses spreadsheet

When the responses are defined, the response spreadsheet provides an overview of the
response definitions, with one response in each row. The response properties are name,
abbreviation, unit, transformation, MLR Scale, PLS Scale, and type of response
(regular or derived). A response is selected by clicking when pointing to it or by using
the keyboard arrow keys to move in the spreadsheet.

The fields Name, Abbr, Units, Min, Target, and Max can be edited directly in the
spreadsheet. To modify any other fields double-click one of them, or mark the response
and press Enter, to open the Response Definition dialog box. Type cannot be
modified after a response has been defined.

BZ Responses -0 X
MName Abbr. Units Transform Type Min Target Max

1 I Fue mg/st None Regular 250

2 NOx MOx mg/s Mone Regular 25

3 Soot So mg/'s Leg: 10Log(Y) | Regular 1

Responses can be added to the Responses definition spreadsheet by typing the new
response information directly into the last row or by double-clicking the last row.

To copy responses, mark the responses to copy, then press Ctrl+C and Ctrl+V.
MODDE copies the responses and adds a digit after the name when pasting to make it
unique.

Printing the response spreadsheet

Print is available for the active plot or list. MODDE provides a variety of ways to print,
e  Ctrl+P, the Windows keyboard shortcut for print,
e  Right-click the desired plot or list and click Print,
e  On the File tab, click Print.

Constraints

A common problem is that experimentation may not be possible in some region of the
experimental space. For example it may not be possible to have high temperature and
simultaneously low pH, and you want to cut-off the corner High temp, Low pH. In
MODDE this is solved by adding a constraint.
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A linear constraint is a function of the factors that specify a part of the experimental
region to be included or excluded.

The resulting experimental region is an irregular polyhedron. The corners of this region
are called the extreme vertices; they constitute part of the candidate set, i.e. a discrete
set of potentially good runs.

D-Optimal designs are the only designs available when the experimental region is
constrained to an irregular polyhedron.

Constraints can be defined for quantitative or formulation factors.

Specifying constraints

Enter your constraints in the Constraints spreadsheet. To open the Constraints
window, on the Design tab, in the Specification group, click Constraints. You can
also access the Constraints on the Home tab; click Specification, then click the
Constraints tab.

In the upper part of the spreadsheet, you define each constraint (one per row) as a
mathematical relation. In the lower part, the graphical view, you can define constraints,
to be added to the upper part, geometrically. Such constraints may include two factors
only and are shown in the upper part after clicking Add.

EF Constraints -0 X
[ 5ave and close
1 2 3 4 5 6 7 8
1 k isof fi caterk alkylat Operator Limit
2 | Exclude: 1 B - 0.3
3 Exclude: 1 1|> - 0.7
4 Exclude: < -
= Graphical view for simple constraints. Click on a row in the above Induded
D spreadsheet to see the constraint's graphical view.
n
Factor on the X-axis: Low: High: Exclude area: = . Exduded
isopent v| 0,15 0.3 (®) Above line °
Factor on the Y-axis: () Below line *E
=}
butane w| (0,15 0
L=}
Update constraint Add 0 isopent 0.3 Help
)

Defining a constraint graphically

The graphical interface in MODDE helps you define the constraints to exclude a region
of the experimental space defined by the intersection of a /ine with the experimental
region. Only two factor constraints can be defined graphically.

1. In the Factor on the X-axis and Factor on the Y-axis boxes select the two
factors defining the constraint.

2. Define the coordinates of the extreme vertices (intersection of the line with
the experimental region) or pull the end of the line along the side to select the
region to cut off. When pulling, MODDE enters the current extreme vertices
in Low and High of the selected X and Y-axis factors.

3. Under Exclude area, click Above line or Below line to exclude the correct
area.
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4. Click Add. MODDE computes the equation of the line and enters the
coefficients Ax of the two factors in the constraints spreadsheet in the upper
part of the constraints window.

An example of entering a constraint graphically

In an experiment with temperature and pH, temperature varies between 120 °C and 160
°C and pH between 1 and 5. You want to exclude the corner Temperature = 160 and
pH = 1. Define the extreme acceptable conditions, that is the lowest pH when
temperature is 160, for example pH = 3, and the highest temperature when pH = 1 for
example temperature = 140.

These are the coordinates of the extreme vertices, the intersection of the line that cuts
off the undesirable corner.

Enter these in the Low and High boxes, and the coefficients of the intersecting line are
computed when you click Add.

]

120 140 160
Temp

Modifying a constraint graphically
To modify a constraint graphically,
1. Mark the row showing the constraint in the spreadsheet

2. Change the constraint by pulling the end points of the line, or by modifying
the values in Low and/or High

3. Click Update constraint to update the constraint formula in the constraints
spreadsheet.

Hint: Click a row in the spreadsheet defining a constraint in two factors and MODDE
displays the graphical constraint.

Candidate set with a constraint

When defining constraints the only designs available are D-Optimal designs. To create
a D-Optimal design, a candidate set is created. When there is a constraint present, the
resulting candidate set is formed by the extreme vertices of the irregular region,
defined by the linear constraints.

If there in addition are qualitative or quantitative multilevel factors, the final candidate
set is the product of the full factorial in the qualitative or quantitative multilevel factors
times the candidate set resulting from the linear constraints (extreme vertices, center of
edges, etc. of the irregular experimental region).

Note: To find undesirable factor combinations you need to create a D-Optimal design
then sort the candidate set. On the Design tab, in the D-Optimal group, click
Candidate set. Select a column to sort, then right-click the spreadsheet, and click Sort.
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Inclusions
In MODDE designs can be augmented using either Complement design or
Inclusions.

Inclusions are extra runs that will be part of the worksheet. You can include a set of
experimental runs (inclusions), either at the end of the worksheet or to be part of a D-
Optimal design.

Opening the inclusions spreadsheet

On the Design tab, in the Specification group, click Inclusions and add the
experiments to add to the worksheet or design generation.

Inclusions -0 X

= Import 2 Import current worksheet B Add to worksheet [ Save and close [ Generate D-Optimal

242,

1 2 3 4 5 &
T Air ] EGR%  Needlelift Fuel NOx Soot

2 241 6.1 -5.78 236.637 25.3414 0.14
3 284 [ -5.78 254.722 26.2859 0.08
4 241 2 .78 241

11.7348 1.15

Inclusions vs. complement design

Using Inclusions to augment a design is preferred when:

e  The extra experiments to include are found in another investigation or in a
text-file — Complement design can only complement the current
investigation.

e  The experiments were not saved in a MODDE investigation or a text file — In
inclusions such experiments can be entered manually or pasted.

e When adding experiments after the design has already been created — This
means that the inclusions should not be part of the design generation.

Using Complement design to augment a design is preferred when:

e  The desired design should be a classical design — Use Fold over or Estimate
square terms in a screening design. When using inclusions a D-optimal
design is the only available choice.

e  The desired design should include star points — Use Estimate square terms
in a screening design and change the Star distance.

Adding inclusions to the worksheet
Inclusions can be specified before or after the worksheet is generated.

If the worksheet already exists when you enter the inclusions, click Add to worksheet
at the top of the Inclusions spreadsheet to add the inclusions last in the worksheet.

If you enter the inclusions before the generation of the worksheet, click Save and
close, reopen the Inclusions spreadsheet after creating the worksheet and click Add to
worksheet.
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If the inclusions are entered before the generation of a D-Optimal design, the Include
in design check box on the D-Optimal page of the design wizard has to be cleared to
avoid including the inclusions. Then after generating the D-Optimal design the
inclusions can be added to the worksheet.

Note: The inclusions are added to the worksheet only when you click Add to
worksheet.

Inclusions as part of the design

With D-Optimal designs inclusion runs can be a part of the design or added at the end
of the worksheet.

If the inclusions are entered before the generation of a D-Optimal design the Include
in design check box on the D-Optimal page of the Design wizard is by default
selected and the inclusions are then used when creating the D-Optimal design.

Design Wizard =

Change D-Optimal settings. Choices made here affect the generated designs.

Design generation criteria Design alternatives
Design runs: 22 5 Design runs span: £ 2 =
Model terms (expanded): 16 Repetitions: 5 $
Total designs: 25/ 200
Balance on: | Cal v

Use potential terms
[[]Use balanced only

Incusions: 12
Indude in design
Impart... Edit... Candidate set
@ Generate new
Degrees of freedom: 7(x2) _
Use the current candidate set
Import... Edit...
< Back Mext = Close Help

Note: When generating D-Optimal designs, and the Include in design check box is
selected, the inclusions are a part of the design and included in the number of runs.

Editing inclusions
Inclusions can be edited/imported as follows:

e Edit or specify new inclusions by pasting or typing values directly in the
spreadsheet.

e Import - Import a tab separated text-file or another MODDE investigation
with the same factors as the current investigation. When importing, all the
factors defined in the MODDE investigation have to be present in the file,
including uncontrolled, filler, and constant factors.

e Import current worksheet - The current worksheet is added to inclusions.
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e  Add to worksheet - The current inclusions content is added last in the
worksheet.

e Save and close - The current inclusions content is saved and the Inclusions
window is closed.

e Generate D-Optimal - Saves the current inclusions and opens the Design
Wizard on the Change D-Optimal settings-page.

To delete rows, mark them, press the Delete key or right-click the spreadsheet and
click Delete.

Reference mixture

If the current investigation includes mixture factors, then the Reference mixture
spreadsheet is available.

To access the Reference mixture spreadsheet, on the Design tab, in the Specification
group, click Reference mixture. Another method to access this spreadsheet is on the
Home tab, click Specification, then click Reference mixture.

) Reference mixture -0 Xx
[ Save and close Reset

1 2 3 4 3
1 |[butane| isopent reformt catcrk alkylat
2 0.05 0.15 0.2 0.3 0.3

Generators

To access the Generators dialog box, on the Design tab, in the Specification group,
click Generators. Alternatively on the Home tab, click Specification, and then click
Generators.

Generators o =

Generators

abc| Specify generators. The generators you choose will affect
the confoundings between the terms in your model,

Generator  Term Confoundings

a Ac [pH*0SA] [Temp*Col]
b pH [ac*0s5A]

C Temp [Ac*Col]

ab O5A [Ac*pH]

ac Col [Ac*Temp]

Cancel Apply Help

A generator is a column of signs in the extended design table of the basic factors. It is
used to introduce additional factors in the fractional factorial designs.

117



MODDE 12

For example, let us assume that 5 factors are to be investigated in 8 runs. The extended
design table is the table of the full factorial in three factors (basic factors), symbolically
named a, b and ¢ plus the additional columns for all the interactions. Any interaction
column can be used to introduce additional factors. Let us say that to introduce the 2
additional factors, d, and e, the column of signs of a*b and a*c are selected. Then d =
ab and e = ac are the generators of the fractional factorial design 2°- (see Box, Hunter
and Hunter for further information).

When MODDE generates fractional factorial designs the default generators used are
those published in Box, Hunter and Hunter.

Editing and/or changing the default generators of a design is done in order to estimate
selected interactions in a fractional factorial design of resolution IIT or IV instead of the
default.

MODDE supports the choice of positive or negative generators.

To edit a generator, click in the generator column of the desired row, and enter a new
generator. The confounding, in the Confoundings column, is updated.

When you click OK, your design and worksheet are deleted and new ones are
generated.

Objective

The Objective is the purpose for creating the design. MODDE recognizes two
objectives: Screening (first stage of an investigation when little is known) and
Optimization (RSM) (optimization with the important factors.). The Split objective
supports both screening and optimization, as does Paste data.

After defining your factors and responses, on the Design tab, in the Specification
group, click Objective. You can also click Design Wizard on the Home tab, in the
Quick start group.

This opens the objective page of the Design wizard which guides you through the
selection of objective, design, and model of the investigation. For more information
about the objective page of the Design wizard, see Chapter 3, Design wizard.

Design

region

To display the Design Region, on the Design tab, in the Show group, click Design
region.

The plot gives an overview of your experimental plan.

Use the Select responses box or right-click the plot and click Properties to select a
response to color by.
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Design Region -0 X
Design Region - Engine Fuel [mg/st] o
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The plot displays the experiments as listed in the worksheet. This means that all
experiments with factor settings are displayed, whether they have response values or

not.

Note: The design region plot is illustrative for designs with 3 factors. With 4 or more
factors, the factors held constant limit the points possible to be displayed.

Design region properties
The Design Region plot:

Is displayed as a cube where all other factors are held constant.
Can be displayed for all designs.

Can display the points in the design region plot color coded according to the
response values entered in the worksheet.

Displays a gray point, when more than one point is placed on exactly the
same position. These points are called overlapping points.

Cannot display qualitative and mixture factors on the axes.

Design matrix

To display the Design Matrix window, on the Design tab, in the Show group, click
Design matrix.
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The Design Matrix displays the experimental plan in coded unit for quantitative
factors, as in the worksheet for qualitative factors and in pseudo components for
formulation factors.

Design Matrix -0 X
1 2 3 4 ~

1 |[ExpNo]  Air EGR%  Needlelift

2 1 -0.953 -0.967 -1

3 2 1 -1 -1

4 3 -0.955 1 -1

5 4 0.955 1.03 -1

6 5 -0.953 -0.933 1

7 B 0.955 -0.967 1

If you have qualitative factors at more than two levels, you can select to display the
design with the qualitative factors extended.

To display the design matrix with the qualitative factors extended:
1. Right-click the matrix and click Properties.
2. Click Extended — shows all settings and click OK.

3. Optionally switch back by clicking Regular — shows all orthogonal
settings.

By default the Design Matrix is derived from the worksheet, and reflects any changes
(excluded runs, changed values, additional runs etc.,) done to the factor part of the
worksheet after its generation.

To display the original design matrix generated by MODDE:
1. Right-click the matrix and click Properties.
2. Click The design as generated by MODDE and click OK.

3. Optionally switch back by clicking The current Worksheet scaled and
centered.

Design Matrix Properties = =

List presentation

Select presentation format for qualitative factors:

(®) Reqular - shows all orthogonal settings

wtended - shows all settings

Select the data to display in the design matrix:
(") The design as generated by MODDE
®) The current Worksheet scaled and centered

Note: The defaults for the design matrix can be changed in Investigation options. For
stability testing designs and generalized subset designs, the properties apply to the All
page only.
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Design matrix for Stability testing

To display the Design Matrix window, on the Design tab, in the Show group, click
Design matrix.

The Design Matrix for Stability testing designs has several tabs, the Overview and A/l
tabs displaying all experiments in different layouts and then the tabs with the
individual designs for each time.

Overview tab

In the Overview tab each experiment is displayed as cross in a grid defined by the
combination ID and the time. Each time point is connected to the name of the design
that will be run at that time point. These sub designs are denoted A, B:1, B:2, C:1, etc.

Design Matrix -0 X

1 2 3 4 5 6 7 8 ] "
1 0 3 6 9 12 18 24 36
2 A (] c2 c3 A B:1 B:2 Al
3 [a v v v v v
4 |a v v v v v
5 |3 v v v v v
6 | c4 v v v v v
7 | v v v v v
B |6 v v v v v
9 | v v v v v
10 8 v v v v v
19 v v v v v
12 | c10 v v v v v

13 | ci v v v v v v

Al AT BT B2 Gl G2 C3

All tab

The A/l tab displays the design matrix in the same form as for a regular design. This
page has a property page with options, see Design matrix for details.

Design Matrix -0 X
1 2 3 4 5 A
1 |[Exp No| Combination ID | Strength Batch  Prim Pack
2 1 cl -1 A A
3 2 2 1 A A
4 3 c3 -1 C A
5 4 cd 1 B D
6 5 c5 -1 C A
7 6 6 1 C A
3 7 7 -1 A B
CEE I T -
Overview A1 Bl B2 ©1 G2 €3

A, B, C etc. tabs

The remaining tabs each list the sub design at each Time in the order the experiments
are listed in the worksheet, that is, the order of the Experiment number.
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Design Matrix -8 X
1 2 3 4
1 Strength  Batch  Prim Pack
2 12 -1 A C
3 A3 -1 B A
4 21 -1 B D
5 el -1 C B
6 8 1 A B
7 cl6 1 B C
8 cb 1 C A
9 24 1 C D
Overview Al Al Bl B2 c2 a3

Design summary

To display the Design Summary list, on the Design tab, in the Show group, click
Design summary.

The Design Summary list displays the selections made in the objective pages of the
Design wizard.

Design Summary -0 X
1 2
1 |[Objective | Optimization (RSM)
2 Process model CQuadratic
3 Mixture model --
4
5  Design CCF
& Runsin design 14
7 Center points 3
8  Replicates 0
9 M= actual runs 17
10 Maximum runs 12000
11 Constraints Mo

The following information is listed for a classic design:

Objective: the selected objective.
e Process model: the type of model created for the process factors.

e Mixture model: the type of model created for the mixture factors.

Design: the selected design.

e  Runs in design: the selected number of runs in the design created by
MODDE. If you have added runs after creating the design they will not be
included here.

e  Center points: the number of center points selected.
e Replicates: the number of times the entire design has been replicated.
e N = actual runs: the number of runs created by MODDE.

e  Maximum runs: the maximum number of runs that MODDE can include in a
design created by MODDE.
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Constraints: Yes if constraints are present in the design.

Design summary D-Optimal

To display the Design Summary list, on the Design tab, in the Show group, click
Design summary.

The Design Summary list displays the selections made in the objective pages of the
Design wizard.

When using a D-Optimal design, the Design Summary list additionally displays
information concerning the candidate set and D-Optimal statistics.

Candidate set

Number of extreme vertices.
Number of edge points.
Number of centroids of high dimension surfaces.

Total runs.

D-Optimal

Potential terms: The type of potential terms when selected; empty when the
Use potential terms check box was cleared.

Number of inclusions.
Constraints: Yes if constraints are present in the design.
Selected design number.
Design statistics,
e  G-efficiency.
e log(Det. of X'X).
e Norm. log(Det. of X'X).

e  Condition number.

123



MODDE 12

Design Summary -0 X
1 2 3

1 ||Objective Split Objective

2 Process model Linear

3 | Mixdture model Cuadratic

4

5 Design D-Optimal

6  Runsin design 17

7 | Center points 3

8  Replicates 0

9 M= actual runs 20"

10 | Maximum runs 12000

11 | Constraints Ma

12

13 Candidate set

14  Extreme vertices 64

15  Edge points 128

16  Centroids of high dim. surfaces 97

17 | Total runs 289

18

19  D-Optimal

20 | Potential terms Interaction Cuadratic
21 | Mumber of inclusions 0

22 | Constraints Mo

23 Selected design number 22

24 Design statistics G-efficiency 71.8010254
25 log(Det. of X'X) 100177546
26 Naorm. leg(Det. of X'X) | -0.276978135
27 Ceondition number 7.66130236
*) The number of runs shown is the specified number, not the actual numt

When using a D-Optimal Onion design, the Design Summary list gives very similar
information to the D-Optimal some additions,

e Design
e Number of layers.
e  Path the scores were imported from.
e  SIMCA model name.

e  Candidate set

e Path the candidate set was imported from.

Design summary, GSD and Stability testing

To display the Design Summary list, on the Design tab, in the Show group, click
Design summary.

The Design summary list displays the selections made in the objective pages of the
Design wizard.

With Generalized subset designs and Stability testing design, the Design Summary list
additionally displays information about the different design sets.

Design set

e Runs in design set.
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e  Replicates.

Yes or No.

Center points.

N = actual runs.

OA: Orthogonal array; can be Yes or No.

NOA: Near orthogonal array; can be Yes or No.

#Distl: Number of distances between two points that equal 1.
#Dist2: Number of distances between two points that equal 2.
#Dist3: Number of distances between two points that equal 3.

#Dist4: Number of distances between two points that equal 4.

=R =R - R R SRR EE R

P | Ba Ra Ra o palpd| = o = o o = =] = =] =
qmmhwm—tcmmqmmhwm—ln

Design Summary

1
[Ghiective ] Screening

Process model
Mizxture model

Design
Runs in design
Center points
Replicates

M = actual runs
Maximum runs
Constraints

Design set
Funs in design set
Center points
Replicates

M = actual runs
Condition number
Balanced

OA

MNOA

#Dist1

#[Dist2

ZDist3

#Distd

Design set
Funs in design set

-0 X

2

Linear

Stability
120
0
0
120
12000

~
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Condition number: condition number calculated using only this design set.

Balanced: Equal number of runs for all factors not counting the replicates;
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Confoundings

Open the Confoundings list to see which terms that are mathematically identical in the
current design. For instance, in the example below the term Ad*Te is included in the
model, but the effect of this term is confounded with the effect of St*H20. This means
that using this design there is no way of telling whether the coefficient displayed for
Ad*Te reflects Ad*Te, St¥*H20, or a mixture of both.

To list the confoundings
On the Design tab, in the Show group, click Confoundings.

For factorial designs resolution III or IV, the Confoundings list displays the
confounding pattern for the complete interaction model.

In the Term column, the background of the terms included in the model is colored.

In the coefficient plots and lists, confounded terms are marked with a bracket ("#").

Confoundings -0 X
1 2 3
1 I Generator Confounded with
2 Ad a
3 St b
4 Te C
5 H20 abc
] Ad*St Te*H20
7 Ad*Te St*H20
& | Ad*H20 St Te
g9 S5t Te Ad*H20
10 | 5t*H20 Ad*Te
11 | Te*H20 Ad*St

Candidate set

B Candidate Set -0 X
[ Save and close
1 2 3 4 5 ] ~
|[Design Run | " Ac pH Temp 0sA Column

center 26 4 21.5 0.1 | ColB -
1 25 3.8 18 0.09 ColA -
2 27 3.8 18 0.09  ColA -
3 1 25 4.2 18 0.09 ColA -
4 27 4.2 18 0.09  ColA -
5 2 25 3.8 25 0.09 ColA -
i} 27 3.8 25 0.09  ColA -
T 25 4.2 25 0.09 ColA -

2 3 27 4.2 25 0.09 ColA =l

D-Optimal designs are constructed by selecting N runs from a candidate set. This
candidate set is the discrete set of “all potential good runs”.

MODDE generates the candidate set as follows:

I) For a regular process region, the candidate set consists of one or more of the
following sets of points (depending on your model and the number of factors):
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e The full factorial for up to 10 factors, reduced factorial for up to 32 factors.
e Centers of edges between hyper-cube corners.
e  Centers of the faces of the hyper-cube.

e  Overall centroid.

IT) For constrained regions of mixture and/or process factors, the candidate set consists
of one or more of the following set of points:

e The extreme vertices of the constrained region.

e  The centers of the edges. If these exceed 200, the centers of the 200 longest
edges.

e The centers of the various high dimensional faces.

o  The overall centroid.

MODDE has implemented an algorithm to compute the extreme vertices, center of
edges, center of faces etc. as described by Piepel (1988).

Accessing the Candidate set

To access the candidate set, on the Design tab, in the D-Optimal designs group, click
Candidate set.

New design

New
design ™~

Fa, Mew D-Optimal design

7 Select from already generated D-Optimal designs
On the Design tab, in the D-Optimal designs group, click the arrow under New design
to display the menu.

See the D-Optimal pages of Chapter 3, Design wizard for more information.

New D-Optimal design
Click New design to open the D-Optimal settings page of the Design wizard.

Select from already generated D-Optimal designs

Click New design | Select from already generated D-Optimal designs to open the D-
Optimal results page of the Design wizard.
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Onion

On the Design tab, in the D-Optimal designs group, click Onion to open the onion
plot gallery.

Onion

Flot

@)

Cnion Onion 3D
There are two onion plots to visualize the candidate set and the selected D-Optimal
design, the Onion plot and the Onion 3D scatter.

For the onion scatter plots, the property page has two tabs: Select factors and Plot
labels. Use Select factors to select which factors to display on the X, Y, and Z-axes.
Use Plot labels to select which labels to display in the plot.

Onion Plot

The D-Optimal Onion Plot is a 2D scatter plot of the candidate set. The candidate set
runs are colored by layer, and the selected design runs are colored differently
according to the legend.

[%J D-Optimal Onion Plat -0 X
Onion Plot W Layer 1
Reporter Gene Assay Screening Onion A Layer2
110 W Layer3
1004 o2 o2 & Center point
50 1 : oy Selected runs
1 w1 A w12
80
= 70 Wz N | El
5 60}
o] v A ®B B B A 5
& 40
0] "THEN BN T
30+
20 &6 A s
o]
1 1228 s
VS SRNEE . 8NN ENNENENN KRS K, SN ESENE EUNE M. b
0 50000 100000 150000 200000 250000 300000 350000 400000 450000

Cells [no/well]
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Onion 3D Plot

The Onion 3D Scatter plot displays the candidate set colored by layer with the
selected design runs in a different color according to the legend.

#3  Onion 3D Scatter - 0 X
Onion Plot Layer
Reporter Gene Assay Screening Onion [jLaver 1
.Lag.-'er 2
Layer 3

lonomycin [ug/ml )
Center point

00005210 Selected runs
@Qﬁmﬂxﬁ;@"”rcm qﬁ%; O
i 1
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Introduction

The Worksheet tab contains a number of functions for manipulating and working with
the worksheet that has been generated. These are divided into three groups in MODDE,
the Spreadsheet, Run order and Diagnostics groups.

Worksheet
=== = e === P
= | ] ERRrLI™
Worksheet Scatter Correlation Descriptive  Box  Histogram Replicates
matrix ~ statistics  Whisker
Spreadshest Runaorder Diagnostics

Spreadsheet group

e  Worksheet - shows the worksheet itself, allowing for data to be seen or
changed.

e Scatter - opens a dialog box to allow for the creation of a 2D or 3D scatter
plot.

Run order group

e Set run order - allows the experiment run order to be changed or
randomized.

e  Curvature diagnostics - facilitates detection curvature.
Diagnostics group

e  Correlation matrix - shows correlation coefficients as either a plot or a
matrix.

e Descriptive statistics - summarizes the descriptive statistics for all
responses.

e  Box Whisker - illustrates how the response values are distributed around the
response mean.

e  Histogram - shows the response distribution and is used to determine if a
transformation is needed.

e  Replicates - shows the variation in results for all experiments.

Worksheet

The Worksheet presents a summary of all the data entered into the investigation in the
form of factors and responses.
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Accessing the Worksheet
On the Worksheet tab, click Worksheet.

= Worksheet -8 x
1 2 3 4 5 6 7 8 9 10 ~
Exp No ExpName Run Order Incl/Excl Air EGR% Needlelift Fuel NOx Soot

1 1 N1 10 Incl - 241 6.1 -5.7¢8 236.637 25.3414 0.14

2 2 N2 4 Incl - 284 & -5.78 254.722 26.2859 0.06

3 3 N3 5 Incl - 241 12 -5.7¢8 242.241 11.7348 1.15

4 4 N4 15 Incl - 283 12.1 -5.78 262.626 12.6292 0.67

5 5| N3 & Incl - 241 6.2 0 217.069 29.6733 0.45

B & NB 14 Incl - 283 6.1 0 230.527 32.7326 0.22

7 7| N7 17 Incl - 242 12.1 0 221.274 13.6371 3.3

Description of the worksheet

Experiment number (Exp No) - starts with the number one then assigned
sequentially. This column cannot be edited.

Experiment name (Exp Name) - MODDE assigns a default experiment name, in the
form Nxx, where xx is the experiment number. You may edit the name and enter your
own identification.

Run order - order in which the experiments should be performed. MODDE suggests a
randomized run order. Sort the worksheet according to run order before performing the
experiments.

Include or exclude (Incl/Excl) - indicates if the experiment is included or excluded
from the analysis. When the worksheet is generated all experiments are marked Incl
and are included in the analysis. To exclude a failed experiment from the analysis,
select Excl in the worksheet.

Note: Excluded rows are excluded from the analysis for all responses. To exclude the
response value for only one response, right-click the cell and click Exclude values.

Factors: In the columns to the right of the Incl/Excl column the factors are listed in
original units.

Blocking: When you have selected blocks in the Select model and design page of the
design wizard, the column $BlockV displays which block each experiment has been
assigned to. For details on blocking, see the Orthogonal blocking section in the
Statistical appendix.

Responses: In the columns to the far right all responses are found. The response values
are listed in original units.

Excluding qualitative settings

In Generalized Subset Designs it is common to start with one design set. This means
that the qualitative factor Design set will be constant for that factor. MODDE then
automatically excludes the factor and when you add design sets you have to manually
add the Design set factor to the model.

This feature is general to all qualitative factors and all designs.

Missing values in the worksheet

When responses have missing values in the analysis, MODDE creates individual
models for all responses excluding only the row with the missing value for the relevant
response.
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Missing values in controlled factors are not allowed.

Note: Missing values and excluded values are handled identically for MLR but not for
PLS. PLS fits a common model when there are missing values but individual models
when there are excluded values.

Deleting the worksheet

You cannot delete the worksheet; MODDE will automatically delete the worksheet
when you make modifications to the factors.

Adding experiments in the worksheet

To add extra runs to the worksheet:
e  Open the Worksheet window, right-click and click Add experiment.

e On the Design tab, click Inclusions. Type the values or import the
experimental runs you want added to the worksheet. Then click Add to
worksheet. The inclusions will be added at the end of the worksheet.

The first four columns of the worksheet are automatically filled in when adding
experiments.

Sorting the worksheet
To sort a column in the worksheet:
1. Right-click the desired column,
2. Click Sort ascending, Sort descending, or Custom sort....

For more, see the Sorting spreadsheet subsection later in this chapter.

Colors in the worksheet

Suspicious values in the worksheet are colored in red. Non-transformable values have a
red background. When a colored cell is marked, the status bar will display a message
about why it is colored.

The RED-MUP Worksheet response spreadsheet has special coloring, see the RED-
MUP Worksheet subsection in Chapter 4, File.

Sorting spreadsheet

Sorting is available for the worksheet, constraints, inclusions, candidate set, and
prediction spreadsheet.

To sort a spreadsheet, right-click and click Custom sort, Sort ascending, or Sort
descending. Sort ascending and descending immediately sorts the spreadsheet on the
current column while Custom sort opens the Sort Worksheet dialog.

Custom sort

In the Sort Worksheet dialog box, select the columns to sort by from the Select the
column to sort box and click Add column. The column appears in the list with the
default sort type. Click the sort order you want under Sort selected, Ascending or
Descending.
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If a column of the spreadsheet is marked when sort is activated it becomes, by default,
the primary column to sort by.

Add more columns to select secondary and tertiary etc., columns to sort by. Specify for
each column the sort order.

Use Remove to remove a column from the sort list or drag the item outside the list.
The sorting starts when OK is clicked.

Sort Worksheet
Select the column to sort:
Run Order v Add column
Cancel
Sort these columns, and sortin the following order:
Help
Sort Column

%lnscending Run Order

Remove

Hint: use drag and drop to rearrange the order,

Sorting the candidate set

Sorting the candidate set is useful if you want to exclude some rows that correspond to
undesirable runs.

A candidate set imported to create an onion design cannot be sorted.

Scatter
On the Worksheet tab, in the Diagnostics group, click Scatter to open the Worksheet
Scatter Plot dialog box.
Worksheet Scatter Plot  — &
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Select columns | Plot labels | Color by variable

Select the worksheet columns to display in the plot.

Column:

Air
EGR% i .
Necdielift ¥-axis (in 30-plots):
Fuel == X
NOx

Soot

X-axis:

=

Series:
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To add a variable to an axis or series, click the variable in the Column field, then click

== | .
the relevant arrow . Click ~ to remove factors or responses from the Y-axis
or from Series. To change what to display on the X-axis, mark a new variable and

click .=
For 2D plots, select the variable to be plotted on the X and Series (Z) axes.
For 3D plots, select the variables to be plotted on the X, Y, and Series (Z) axes.

Click the Color by variable tab to color by a factor or a response.

Run order

To randomize the run order in different manners, on the Worksheet tab, click the Set
run order or click the arrow under Set run order and then Randomize run order to
detect curvature.

Randomize run order

With RSM designs and Screening designs at more than 2 levels, randomized is the
order in which you should perform the experiments and this is also the only available
order for these cases.

To re-randomize the run order after the worksheet has been created but before
performing any experiments, on the Worksheet tab, click Set run order.

Randomizing the run order is done to avoid that the effect of external variability, such
as room temperature or who performs the experiment, coincides with the effect of a
factor. By default the worksheet is randomized.

Note: The run order can only be randomized for experiments with no results in the
worksheet.

Run order to detect curvature

With 2 level screening designs, it is desirable to guard against strong curvature in the
response due to overly wide ranges in the factors. Strong curvature in the response
masks the effect of the factors. In this situation randomizing to detect curvature should
be done before performing any experiments.

To detect curvature, one should first perform the following experiments:
e A center point
e A point with as many factors as high (+) as possible

e A point with as many factors as low () as possible.

After clicking Randomize run order to detect curvature you will find the three
points are given the run order numbers of 1-3 and the rest of the runs are randomized.
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Curvature diagnostics plot

Once the experiments are performed and the results are entered in the worksheet it is
possible to examine the curvature diagnostics plot.

To open the plot, on the Worksheet tab, click Curvature diagnostics.

Curvature Diagnostics Plot - ProteinSprayDraying
Yield [% by weight]

r
=1
1

i
=)
I

Yield [#% by weight]

e
=
1

344

32 T
Low {distance: 0) Center (distance: 0} High [distanc
Factor settings
The value inside parenthesis for each X-axis label is the normalized distance
from the plotted experiment to the ideal design point of the design.

Strong curvature

If the Curvature Diagnostic Plot exhibits strong curvature as is shown above, you
should first re-measure the center point and re-do the plot. If the plot still exhibits
strong curvature, drastically reduce the ranges of the factors and restart the project.
You can also change the objective to RSM to try and reduce the curvature.

Note: In the case of a strong interaction, it may falsely appear that there is strong
curvature.

No curvature
If the Curvature Diagnostic Plot does not exhibit curvature, as the one below,
continue performing the rest of the experiments.

Curvature Diagnostics Plot - ProteinSprayDraying
Water [% loss of drying]

Water [% loss of drying]
W
AN

[
o
h

3

2.8
3

26T T T
Low (distance: 0} Center (distance: 0) High (distanc
Factor settings
The value inside parenthesis for each X-axis label is the normalized distance
from the plotted experiment to the ideal design point of the design.
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Correlation
The Correlation plot and Correlation matrix are available on the Worksheet tab; in
the Diagnostics group, click the arrow under Correlation matrix.

The linear correlation coefficients R between all the terms in the model and all the
responses are displayed in the Correlation matrix and Correlation plot.

Process factors are transformed, scaled, and centered as specified in the factor
definition for MLR (default = orthogonal scaling). Responses are transformed as
specified in the response definition.

Formulation factors are always scaled orthogonally.

The value of the correlation coefficient R represents the extent of the linear association
between two terms. The value of R ranges from -1 to 1. When R is near zero there is no
linear relationship between the terms.

Correlation matrix

On the Worksheet tab, in the Diagnostics group, click Correlation matrix.

Correlation coefficients above the threshold, between a term in the model and the
responses are colored green and those between terms of the model are colored red.

Caorrelation Matrix B
1 2 3 4 5 6 7 [ 9

1TC—1 Air EGR%  Needlelift Air*Air Air*NL Fuel NOx Soot-
2 Air 1 -0.00211416 0.00628096 | 0.0925578 | -0.031827  0.520713 0.100585 -0.26335
3 EGR% -0.00211416 1 -0.010124 | -0.0210034 0 0.181283 | -0.950098  0.795577
4 | Meedlelift 0.00628086  -0.010124 1| 0.0156455| 0.0158197 -0.790085 0.251371  0.48337
5 AirAir  0.0925578 | -0.0210034  0.0156455 1 0.014028 -0.185609| 0.0681562 0.0150444
6 Air"NL  -0.031827 0] 0.0158197| 0.014029 1 -0.0908503| 0.0243728 0.0403177
7 Fuel 0.520713 0.181283| -0.790085| -0.185609 -0.0808503 1 -0.322205 -0.39925%8
8 NOx 0.100585 -0.950098 0.251371| 0.0681562 | 0.0243728 -0.322205 1 -0.673608
9 Soot~- -0.26335 0.795577 0.48337 0.0150444| 0.0403177 | -0.399259 -0.673608 1

Correlation matrix properties

Correlation Matrix properties allows control over threshold, colors, and number
format. To access the properties, right-click the Correlation Matrix and click
Properties.

Note: By setting Threshold to '0' all correlations above 0 are colored.

Comelation Marix - = EIN

Correlation colors | Number format

Select colors for cells with absolute correlations above

the specified threshald.
Threshold: 0.3
Factor color: -
Response color: v

Default thresheld and colors are setin MODDE options,

Cancel Apply Help
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Correlation plot
1. On the Worksheet tab, in the Diagnostics group, click the arrow under
Correlation matrix.

2. Click Correlation plot.

[wa] Correlation Plot - 0 X
Correlation Plot (10 largest correlations) - Engine
Fuel [mg/st]
1
-1 T T T T T T T T T T
i 1 i ¥ 1
- 2 z 2 2 2 a - 2 S
= > = = = = o = o =~
& E = 5 =y = “_ﬂ é = =
Terms

The default plot displays the 10 largest correlation coefficients.
To change number of correlations to display or limit the number of correlations
according to a threshold:

1. Right-click the plot and click Properties.

2. Make the change, for instance click Show absolute correlations above
threshold and enter a value. With '0' all correlations are displayed.

Note: By setting Threshold to '0' all correlations above 0 are displayed. By default, the
10 largest correlations in absolute values are displayed.

Descriptive statistics

The descriptive statistics list summarizes the worksheet and model statistics for all
selected responses. To display the list, on the Worksheet tab, in the Diagnostics

group, click Descriptive statistics.
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B Descriptive Statistics S
1 2
1 Fuel
2 Worksheet statistics
B Worksheet runs 7
4 N 7
5 Min 217.069
6 Max 262,626
7 Mean 240,422
8 0(25%) 23177
9 Q(75%) 247.479
10 Median 242,841
1 Std. dev. 12.2615
12 Min/Max 0.826533
13 Std. dev./Mean 0.0509999
14 Skewness -0.180435
15 Skewness test -0.328251
16 Kurtosis -0.282755
17
18 Model statistics
19 Model type Evaluatien of MLR model
20 Scaling type All factors are orthogonally scaled
21 DF 1
R2

Worksheet statistics

The Worksheet statistics section holds statistics for the response as displayed in the
worksheet:

Worksheet runs - Number of rows included in the worksheet. Individually
excluded values are not subtracted.

N - Number of values included in the worksheet. Individually excluded
values are subtracted.

Min - Smallest value.

Max - Largest value.

Mean - Average.

Q(25%) - The 25% quartile.

Q(75%) - The 75% quartile.

Median - Median of the values.

Std. dev. - Standard deviation.

Min/Max - Division of the smallest value with the largest.

Std. dev./Mean - Division of the standard deviation with the mean (average).
Skewness - The degree of asymmetry of a distribution around the mean.

Skewness test - sTest = Skewness/((6.0*dN*(dN-1.0)/((dN-
2.0)*(dN+1.0)*(dN+3.0)))), where dN = number of non missing values in
the variable and has to be equal to or larger than 3.

Kurtosis - Descriptor of the shape of the distribution.
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Model statistics

The Model statistics section holds statistics for the modelled response. All other
statistics are available in the ANOVA table.

e Model type - Fit method.
e  Scaling type - Factor scaling.
e Power (post-hoc) - Estimate of whether the number of runs are sufficient.

e  Residual skewness - The degree of asymmetry of a distribution around the
mean. Here for the residual vector.

e Residual skewness test - sTest = Skewness/( W6.0*dN *(dN-1.0)/((dN-
2.0)*(dN+1.0)*(dN+3.0)))), where dN = number of non missing values in
the variable and has to be equal to or larger than 3. Calculated on the residual
vector.

Descriptive statistics properties

To open the Descriptive Statistics dialog box, right-click the Descriptive Statistics
list and click Properties.

The Descriptive Statistics dialog box allows you to select which statistics to show in
the Descriptive Statistics list.

Descriptive Statistics = =

Descriptive statistics | Select responses | Number format

Display worksheet statistics Display model statistics
Worksheet runs Model type
W [¢] 5ealing type
Min OF
Max R2
Mean R2 adj
[ q(25%) ¥lq2
Q(75%) Power
Median Condition number
Std. dev. Model terms
MinMaxx DF residual
[w]5td. dev,/Mean [v]rsD
skewness p model
skewness test DF lack of fit
[W] Kurtosis [¥] p lack of fit

DF pure error

S0 pure error

Residual skewness
Residual skewness test

Cancel Apply Help
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Box Whisker

The Box Whisker plot illustrates how the response values are distributed around the
response mean. The plot uses a box defined by the 25™ and 75" percentiles and
whiskers ending at the maximum and minimum values.

Select the desired response or add more responses by:
e  Selecting in the Select responses box.
e  Right-clicking and then clicking Properties.

Box Whisker - ProteinSprayDraying [l sz=
55 B water
I [ Hmwe

4
354
34

T T T
Size Water HMWP

Histogram

The Histogram shows the response distribution and is used to determine if a
transformation is needed. If a transformation has already been applied, the response
name is followed by tilde ("~").

Accessing the Histogram

To access the histogram plot, on the Worksheet tab, in the Diagnostics group, click
Histogram.

Transforming the response

If the distribution is not a normal "bell-shaped" distribution, then it is likely a
transformation is required.

The desired distribution is a "bell shaped" normal distribution.

If there is a positive skewness, a log transformation is probably
preferable.
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If there is a negative skewness, a negative log transformation is
probably preferable.

Hint: Biological systems almost always require a logarithmic transform.

The ideal distribution is a "bell shaped" normal distribution. If the Histogram is not
normally distributed, the response may require a transformation.

To transform a response,
1. Right-click the plot
2. Click Transform
3. Choose the desired transformation in the Transform Response dialog box
4. Click OK.

For more, see the Histogram subsection in Chapter 5, Home.

Replicates

Accessing the Replicate plot

To access the replicates plot, on the Worksheet tab, in the Diagnostics group, click
Replicates.

Plot information

The plot shows the variation in results for all experiments in order to provide a quick
overview of raw data. The values of the responses (green and blue points) are plotted
vs. experimental runs displaying the variation in the response for replicated
experiments.

The ideal outcome is that the variability of the repeated experiments is much less than
the overall variability. Experiments deviating significantly from others should be
checked. It is not recommended to exclude experiments. Failed experiments can be
excluded from the investigation by using Exclude once verified with a repeated
experiment.

Note: When the response has been transformed the Replicate plot by default displays
the back transformed values. To display the plot in the transformed metric, select the
Show transformed values check box in the Options tab in Properties.
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Replicate Plot -0 X

Replicates - Engine [l Replicates
Fuel @ Experiments
265

2607

2354 @2

Tt [ ] 13- - 15 7
F245 @12 E

[s]

E240+

@

i 235
230+

] @14

225

220+

A5 —71 771

Replicate index

Replicated experiments

MODDE checks the rows of all the factors (both included and excluded) in the
worksheet for replicates. Rows in the worksheet with the same factor values plus or
minus the replicate tolerance are considered replicates.

The default Replicate tolerance is 0.1 (10%). You can change the Replicate
tolerance in MODDE options after clicking File | Options.
Understanding the plot

Experiment points above the red Max line or under the Min line are generally
undesirable.

MODDE shows replicated experiments as blue (default) points on the same replicate
index.

The variation of repeated experiments should be less than the overall variation for the
response.

The Advisor in the Analysis Wizard shows the results after running Tukey's test to
identify outliers and the variability test to indicate possible expected results based on
the relative replicate variability. For more about these tests, see the Tukey's and
variability tests subsection in the Statistical appendix.

Working with the plot

It is possible to identify outliers when examining the Replicates plot.

Some of the common causes and suggested solutions to outliers are:

e Incorrect data entry in the worksheet — In this situation correct the worksheet
and refit.

e  Experiment incorrectly carried out — If the experiment was not done
correctly, repeat the failed experiment and refit.
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e The deviating result is correct and the experiment does not fit the model —
Empirical models are only valid within a limited interval. If the deviating
point is correct but uninteresting, then remove it from the analysis and refit
the model without it. If the deviating point is in an interesting area, it may be
necessary to construct a finer-grained design in that area.

For more, see the Replicates subsection in Chapter 5, Home.
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Introduction

Analyze

(] | B R = T ™

Summary | ANOVA Box-Cox Residuals Observed vs, | Coefficients Effects Interactions PLS Distance VIP
of fit= = = predicted = = . tomodel
Model Residual analysis Model interpretation PLS diagnostic

The Analyze tab presents a number of functions for fitting and analyzing the data
gathered in the worksheet.

Model group

e  Summary of fit - provides access to a number of summary of fit plots.
Residual analysis group

e ANOVA - opens the ANOVA table, ANOVA plot, and Lack of fit.

e Box-Cox - opens the Box-Cox Plot.

e  Residuals - show a residuals plot or list.

e Observed vs. predicted - opens the Observed vs. Predicted Plot.
Model interpretation group

e  Coefficients - provides access to various coefficient lists and plots.

e  Effects - provides access to various effect plots and the Effects List.

e Interactions - opens the Interaction Plot for the currently selected response.

PLS diagnostics group, available when the model is fitted with PLS,
e PLS - provides access to score and loading plots.
e Distance to model - opens the Distance to Model Plot.

e VIP - provides access to the VIP Plot and VIP List.

Summary of fit

On the Analyze tab, in the Model group, clicking Summary of fit opens the
Summary of Fit Plot.

Click the arrow under Summary of fit to show a selection of summary plots and lists.
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Available plots and lists:
e  Summary of Fit Plot
e  PLS Total Summary Plot
e  PLS Response Summary Plot
e  Summary List

e  PLS Summary List.

Note: PLS summaries are only available when fitting the model with PLS.

Understanding the plot

Summary statistics are presented in four parameters (R2, Q2, Model validity, and
Reproducibility) where 1, or 100%, is perfect. R2 and Q2, the first two columns,
should be close in size. The difference shouldn't be more than 20% in most situations.

R2
Shows the model fit. A model with R2 of 0.5 is a model with rather low significance.
Q2

Shows an estimate of the future prediction precision. Q2 should be greater than 0.1 for
a significant model and greater than 0.5 for a good model. The difference between R2
and Q2 should also be smaller than 0.3 for a good model. Q2 is the best and most
sensitive indicator.

Model validity

A test of diverse model problems. A value less than 0.25 for Model validity indicates
statistically significant model problems, such as the presence of outliers, an incorrect
model, or a transformation problem. A low value here may also indicate that a term,
such as an interaction or square is missing. When the pure error is very small
(replicates almost identical), the model validity can be low even though the model is
good and complete. When the pure error is so small that the replicates are deemed
identical by MODDE, the model validity is labeled Missing as it cannot be calculated.

Note: Model validity might be low in very good models (02>0.9) due to high
sensitivity in the test or extremely good replicates.

Reproducibility

The variation of the replicates compared to overall variability. The Reproducibility
should be greater than 0.5.

Improving summary statistics

Summary statistics can be improved by tuning the model in the various steps of the
Analysis wizard.

e  Select the appropriate transformation in the Histogram.
e  Remove non-significant model parameters in the Coefficient plot.

See the Analysis wizard section in Chapter 5, Home for more information.
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Summary of fit plot

To display the Summary of Fit Plot, on the Analyze tab, in the Model group, click
Summary of fit.

The Summary of Fit Plot provides a summary of the basic model statistics, presented
visually. For every response MODDE displays 4 columns: R2, Q2, Model validity, and
Reproducibility.

[ia] Summary of Fit Plot -0 X

Summary of Fit - Engine (MLR) W Rz
LA
[[] Model validity
[l Repreducibility

091
05
07
056
057
047
037
021
04

Fuel MOx Soot~
Fuel (N=17; DF=11; R2=0.98); NOX (N=17; DF=9; R2=1.00);
soot (N=17; DF=13; R2=0.94)

You may select to plot R2 Adjusted instead of R2,
1. Right-click the plot
2. Click Properties
3. Click the desired type of R2 to display
4.  Click OK.

PLS total summary plot

To display the PLS Total Summary Plot,
1. On the Analyze tab, click the arrow under Summary of fit.
2. Click PLS total.

For every fitted response the plot displays R2 and Q2. The definition for R2 and Q2 is
the same as in the Summary of Fit Plot.

The condition number is calculated for the extended design matrix with the factors
scaled to unit variance.
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[wa] PLS Total Summary Plot -0 X

PLS Total Summary (cum) - Engine (PLS, comp.=3) [l r2

Comp1 Comp2 Comp3
N=17; Cond. no.=2.846; DF=11

You may select to plot R2 Adjusted instead of R2,
1. Right-click the plot
2. Click Properties
3. Click the desired type of R2 to display
4. Click OK.

The PLS Total Summary Plot can only be created when all responses are fitted with the
same model, that is, when the same terms are included for all responses and there are
no missing or excluded values.

PLS response summary plot
To display the PLS Response Summary Plot,

1. On the Analyze tab, click the arrow under Summary of fit.
2. Click PLS response.

[wa] PLS Response Summary Plot -0 Xx
PLS Response Summary (cum) - Engine (PLS) B r
Fuel MO oot~ [ e
1 1 19
0.9 0.94 0.9
0.8 0.8 0.8
0.7 0.7 0.7
0.6 0.6 0.6
o o o
w3 0.5 30,57 10,57
& & &
0.4 0.4+ 0.4+
0.3 0.3 0.3
0.24 0.24
0.1 0.1 0.1
0- 0- 0=
Compl Comp2 Compl Comp2 Compl Comp2
(N=17; DF=11; R2=0.98); MOx (N=17; DF=9; R2=1.00); Soot (N=17; DF=13:; R2=0.94)
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This plot displays the R2 and Q2 per PLS component for the selected responses. You
can change the selected responses using the Response box.

You may select to plot R2 Adjusted instead of R2,
1. Right-click the plot

2. Click Properties
3. Click the desired type of R2 to display
4. Click OK.

Summary of fit list

To display the Summary of Fit List,
1. On the Analyze tab, click the arrow under Summary of fit.
2. Under List, click Summary.

The Summary of Fit List shows a number of values for each response in a
spreadsheet. The list displays for each response:

e R2
e R2 Adjusted
° Q2

e SDY=Standard Deviation of the Y (response)
e RSD=the Residual Standard Deviation

e  N=number of experiments

e Model validity

e Reproducibility.

Summary of Fit List -0ox
1 H 3 4 5 6 7 [ 9
[ | — R2 Adj. Q2 SDY RSD N Model Validity Reproducibility
2 Fuel 0982412 | 0974417 0950539 12.2615 1.9612 17 0.939404 0.959283
3
4 N=17| Cond. no.= | 2.97%
5 DF=11
6
7 NOx 0997018 | 0.934699 0.986781 | 635174 0462435 17 0.566042 0.998711
[

17 | Cled. no gimald 38
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PLS summary list

To display the PLLS Summary List,
1. On the Analyze tab, click the arrow under Summary of fit.
2. Click PLS summary.

For each PLS component, the list displays R2, R2 adjusted, and Q2. The PLS
Summary List also shows the total per component for all responses.

PLS Summmary List -
1 | 2 3 4

N — Comp1 | Comp?
2 Fuel R2  0.980282 0.982400
3 R2adj 0.97132 0.974414
4 Q2| 0.849338 0.249388
3
6 N =17 Cond.no.=|2.846
T Comp. = 2
8
g NOx R2 0.962511 0.996492
10 R2adj | 0.933353 0.993764
1 Q2| 070857 0.956343
12
13 M=17| Cond. no.= | 41493
14 Comp. = 2
13
16 Soot- R2 0.944519 0.944557
17 RZadj 0.931716 0931763
18 02| 0902273 0.902275
19
20 N =17 Cond. no.= 1.037
21 Comp. =2
17

ANOVA

The analysis of variance (ANOVA) partitions the total variation of the response (Sum
of Squares, SS, corrected for the mean) into a component due to the regression model
and a component due to the residuals.

The ANOVA menu on the Analyze tab provides access to the ANOVA table,
ANOVA plot, and the Lack of fit plot.

=

AMNOVA

BH ANOVA table
] ANOVA plot
] Lack of fit
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ANOVA table

To display the ANOVA Table, on the Analyze tab, in the Residual analysis group,
click ANOVA.

ANOVA Table - Fuel -0 X
1 2 El 4 5 6 7
1 _Fuel | DF 55 MS (variance) F P SD
2 Total 17 985053 57944.3
3 Constant 1 082648 082648
4
5 Total corrected 16 2405.51 150,344 12,2615
6 Regression 5 2363.2 472,64 122.882 0.000 21,7403
7 Residual 11 42.3003 3.8463 1.9612
8
9 Lack of Fit 9 30.0661 3.34068 0.54572 0.785 1.82775
10 (Model error)
1 Pure error 2 12,2432 6.1216 247419
12 | (Replicate error)
13
14 M=17 Q2 = | 0.961 Cond. no. = 2,979
15 DF =11 R2 = | 0.982 RSD = | 1.961
16 R2 adj. = 0.974
17

The analysis of variance (ANOVA) table is displayed for the selected responses.

If there are replicated observations, the residual sum of squares is further partitioned
into Pure Error and Lack of Fit. A goodness of fit test is performed by comparing the
MS (mean square) lack of fit to the MS (mean square) pure error.

Replicated observations

MODDE checks the rows of the factors in the worksheet for replicates. Rows in the
worksheet with the same factor values plus or minus a 10% tolerance interval are
considered replicates and used for the computation of the pure error. The replicate
tolerance can be changed in MODDE options.

Note: The red coloring of the p-values always refer to the 95% resp. 5% levels.

ANOVA plot

To display the ANOVA Plot, on the Analyze tab, in the Residual analysis group,
click the arrow under ANOVA, then click ANOVA plot.
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[a] ANOVA Plot -0 X

ANOVA - Engine (MLR)
Fuel
25

20+

SC-regression RSD RSD * sqri(F{crit)}
N=17; R2=0.982; RSD=1.961; DF=11; Q2=0.961; Confidence=0.3%

In the ANOVA plot the regression component is compared with the residual
component and 3 bars are displayed.

e  SD Regression: Shows the variation of the response explained by the model,
adjusted for degrees of freedom and in the same units as Y. This is the square
root of MS (mean square) regression.

e  RSD: Shows the variation of the response not explained by the model,
adjusted for degrees of freedom and in the same units as Y. This is the
residuals standard deviation.

e  RSD*sqrt(F(crit)): Shows RSD (second bar) multiplied by the square root
of the critical F.

The critical F is the value of the F-distribution over which SD regression is statistically
significant at the 95% confidence level.

Hence, when the third bar is smaller than the first, the model is significant at the
5% level. For more details see the Statistical appendix.

Lack of fit

To display the Lack of Fit Plot,

1. On the Analyze tab, in the Residual analysis group, click the arrow under
ANOVA.

2. Click Lack of fit.
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[a] Lack of Fit Plot -0 X

Lack of Fit - Engine (MLR)

Fuel

SD-LoF SD-pe SD-pe * sgri(F{crit)}
N=17; R2=0.982; RSD=1,961; DF=11; 02=0.9%961; Confidence=0.95; Alpha lev.=0.05

The alpha level for the Lack of Fit Plot can be set to 1%, 5%, or 10% by right-clicking
the plot and clicking Properties.

The lack of fit plot compares the Lack of Fit (LoF) component to the pure error
component and displays a graph with 3 bars.

o SD-LoF: Shows the variation of the response due to the lack of fit of the
model (i.e. the model error) adjusted for degrees of freedom and in the same
units as Y. This is the square root of MS (mean square) lack of fit.

o  SD-pe (Pure error): Shows the variation due to the replicated experiments
(observations) adjusted for degrees of freedom and in the same units as Y.
This is the square root of MS (mean square) pure error.

o SD-pe*sqrt(F(crit)): Shows SD pure error (second bar) multiplied by the
square root of the critical F.

The critical F is the value of the F-distribution over which SD LoF is statistically
significant at the 95% confidence level.

Hence, when the third bar is smaller than the first, the lack of fit is significant at
the 5% level.
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Box-Cox plot (MLR only)

To open the Box-Cox plot, on the Analyze tab, in the Residual analysis group, click
Box-Cox.

Box-Cox Plot -0 X
Box-Cox Plot - Engine (MLR)
Soot
4 T i= 1=
FRERH
30 S I8 13
TI1E 1
% £ 18
20 EIS \E
w — 3
]
E 10
3
7 07
g
-104
=201
-30- T T T T T T T T
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Lambda
L. lower=-0.158 L. max=0.0301
L. upper=0.231

Note: The Box-Cox plot is only available when the model is fitted with MLR.

The Box-Cox Plot displays the maximum likelihood as a function of the power of the
transformation by plotting values of lambda, 4, vs. the maximum likelihood.

If the response values vary more than a magnitude of ten in the experimental domain, a
transformation is often recommended.

The maximum point on the Box-Cox plot gives the value of lambda, 4, for the response
transformation Y* that gives the best fit of the model. This is the maximum likelihood
estimator for /.

Box-Cox transform

MODDE displays Amax and its 95% confidence interval as Aiower and Aupper in the footer
and on the plot as 3 vertical lines.

If 2=1 is included in that interval, then a transformation is not recommended.

If 2=1 is not included in the interval then Y*"* is the recommended transformation.
You do not have to use the precise value of Anax but a near convenient value.

Common transformations are:
®  Jmax = -1, use the Power transformation and C3 = -1.
®  Jmax =0, use the Logarithmic (10Log) transformation.

®  Jmax = 0.5, use the Power transformation and C3 = 0.5.
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Residuals

On the Analyze tab, in the Residual analysis group, click the arrow under Residuals.
This provides access to the following forms of displaying residuals,

e  Normal Probability Plot

e vs. Predicted Response Plot

e vs. Run Order Plot

e vs. Variable Plot

e  List.

0 .
o
ad

Residuals

-

Plot

‘.o‘ - -
o

Mormal prob.  vs. predicted  vs. run order  wvs. variable

FTESQONSE
List
List
Residual type

Residuals can be displayed as Raw, Standardized, or Deleted studentized. The
residual type can be changed by right-clicking the plot and clicking Properties.

Residuals Normal Probability Plot - = [HES

Select responses | Residuals | Flotlabels | Limits

Select type of residuals:
() Raw - original units
() standardized
(®) Deleted studentized

Raw residuals

The raw residual is the difference between the observed and the fitted (predicted)
value.

Standardized residuals

The standardized residual is the raw residual divided by the residual standard deviation
(RSD).

155



MODDE 12

Deleted studentized residuals

The deleted studentized residual is the raw residual (e) divided by its standard
deviation (s;) where the standard deviation (s;) is computed with observation (i) left out
of the analysis, and corrected for leverage. Deleted studentized residuals require at
least three degrees of freedom.

Note: Deleted studentized residuals are not available for PLS.

Default

With MLR and three or more real degrees of freedom (replicate degrees of freedom are
not counted), deleted studentized residuals are the MODDE default when plotting
residuals.

With PLS, MODDE uses the standardized residuals as default instead.

Residuals normal probability plot

To display the Residuals Normal Probability Plot, on the Analyze tab, in the
Residual analysis group, click Residuals.

[=] Residuals Nermal Probability Plot -0 X
Residuals Mormal Probability - Engine (MLR)
Fuel
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“ 021 1@y
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0.05 14
. —. — .
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Deleted studentized residuals
N=17; R2=0.982; RSD=1.961; DF=11; Q2=0.961

The residuals are plotted on a cumulative normal probability scale. This plot makes it
easy to detect:

e Normality of the residuals. If the residuals are normally distributed, the
points on the probability plot follow close to a straight line.

e  Outliers. These are points deviating from the normal probability line, and
having large absolute values of studentized residuals i.e. larger than 4
standard deviation indicated by red lines on the plot.
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Residuals vs. predicted response
To display the Residuals vs. Predicted Response Plot,

1. On the Analyze tab, in the Residual analysis group, click the arrow under
Residuals.

2. Click vs. predicted response.

[F] Residuals vs. Predicted Response Plot -0 X

Residuals vs. Predicted Response - Engine (MLR)
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N=17; R2=0.982; RSD=1.961; DF=11; Q2=0.9361

The plot shows the residuals vs. the fitted values. This plot is particularly useful to
detect non-constant variance of the residuals. If the spread of the residuals increases
with the fitted values, you may need to transform your response by taking its logarithm
or its square root.

Residuals vs. run order
To display the Residuals vs. Run Order Plot,

1. On the Analyze tab, in the Residual analysis group, click the arrow under
Residuals.

2. Click vs. run order.

[Z1] Residuals vs. Run Order Plot -0 X
Residuals vs. Run Order - Engine (MLR})
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N=17; RZ=0.9B2; RS5D=1.961; DF=11; Q2=0.961
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This plot shows the residuals vs. run order (the order in which you performed the
experiments) and helps you detect any dependency of the residuals on time.

Residuals vs. variable
To display the Residuals vs. Variable Plot,
1. On the Analyze tab, click the arrow under Residuals.

2. Click vs. variable.

[1] Residuals vs. Variable Plot -0 X

Air [ka/h] vs. Residuals - Engine (MLR)
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N=17; R2=0.982; RSD=1.361; DF=11; Q2=0.961

Right-click the plot and click Properties to select which variable to display on the x-
axis.

Residuals list
To display the Residuals List,

1. On the Analyze tab, in the Residual analysis group, click the arrow under
Residuals.

2. Click List.

Residual List - Fuel -0 X
1 2 3 4 5 ~
1 |[__Fuel | Observed Predicted = Obs-Pred Conf.int(z)
2 1| 236637 238.106 -1.46893 3.08744
3 2 254722 256.664 -1.94249 3.17229
4 3| 2484 243.351 -0.510117 3.08228
5 4 262,626 262148 0.478394 3.05352
6 5/ 217.068 215.807 1.26245 3.17091
7 6 230527 230.438 0.088974 3.078%2
[ 7221274 221.384 -0.610245 3108 |

The number under the response name is the experiment number.
Observed: The value of the response as listed in the worksheet.
Predicted: The predicted value for that observation.

Obs - Pred: The residual for that observation.

Conf. int: The 95% confidence interval on the predicted value. Right-click the list and
click Properties to change the confidence level.
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Observed vs. predicted

To open the plot, on the Analyze tab, in the Residual analysis group, click Observed

vs. predicted.

The Observed vs. Predicted Plot displays observed values vs. predicted values.

[Z] Observed vs, Predicted Plot -0 X
Observed vs. Predicted - Engine (MLR)
Soot~
0.5
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N=17; R2=0.945; RSD=0.1188; DF=13; Q2=0.917

Understanding the plot
Plots with points close to a straight line indicate good models. If Degrees of Freedom

is under 3 (DF < 3), the plot will implicitly give a perfect fit.

Properties

The properties dialog box of the Observed vs. Predicted Plot allows for the responses
to be selected, limits to be shown or not, and what plot labels to display.

Observed vs. Predicted Plot

Y

Select responses | Limits | Plot labels

Select the responses you want to display.
Available responses:

Saot
NOx ==
<=

Selected responses:

Help
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Coefficients

There are two coefficient plots and two coefficient lists available in MODDE. To see
the coefficient options, on the Analyze tab, in the Model interpretation group, click
the arrow under Coefficients.

k]

Coefficients

-

Plot

Pek] e

Coefficient Overview
List

= =

B B

Coefficient  Owverview
The coefficient plots provide graphical presentation of the significance of the model
terms.

A significant term is one with a large distance from y=0 as well as having an
uncertainty level that does not extend across y=0. A non significant model term is a
model term close to y=0 and with an uncertainty level that crosses y=0.The trigger for
the Auto tune feature in the Coefficient plot is that Q2 increases if the smallest non
significant terms are excluded.

When confoundings are present, the coefficient plots and lists display a bracket # after
the term. Hover your mouse pointer over the column to view the confounded terms.

Understanding the plot

The Coefficient plot presents a graphical representation of the model terms in order to
determine their significance.

Significant model terms:

e  Far away from y=0 (either positive or negative)
e  Uncertainty range does not cross y=0.

Non significant model terms:

e Close toy=0

e  Uncertainty range crosses y=0.
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Remove non significant model terms from the plot
1. Click Exclude.
2.  Find the least significant model term.

3. Check that no significant model term depends on the least significant model
term.

4.  Click the non significant model term to remove it.
Repeat steps 2-4 for as many model terms as required.

Click Exclude again.

Hint: Exclude only one model term at a time as it may make other model terms more
significant. Q2 and DF (Degrees of Freedom) will increase as non significant model
terms are removed, so note the before and after values as each term is excluded. A
higher DF and Q2 is better.

Coefficient plot

The Coefficient Plot displays the coefficients, when changing from 0 to high, for the
selected response with the confidence interval as error bars. By default, the coefficients
refer to the data scaled and centered.

ua] Coefficient Plot -0 X

Coefficients (scaled and centered) - Engine (MLR)
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You can select which type of coefficient to display from Properties. Click Scaled and
centered (default), Normalized, Unscaled, or PLS orthogonal (only available for
PLS).

When you have confounded terms in your investigation these terms are marked with a
bracket (#). Hover the mouse pointer over the column in the plot and you will get
information about which terms it is confounded with. This information is available also
in the coefficient overview plot.
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Coefficient overview plot

To make the coefficients comparable when responses (Y's) have different ranges, the
coefficient overview plot displays the coefficients in Normalized form (the
coefficients are divided by the standard deviation of their respective response). The
Normalized mode is the default for the overview plot. You can change it to regular
scale and centered coefficients by right-clicking and then clicking Properties.

The color for each factor is the same over all responses in the coefficient overview
plot.

ua] Coefficient Overview Plot -0 X
Coefficients {(normalized) - Engine (MLR) W Arr
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Fuel (N=17} DF=11; R2=0.98); S00t (N=17; DF=13; R2=0.94)

Coefficient list

The coefficient list displays the scaled and centered coefficients for the selected
responses. P-values signaling non significant coefficients at the selected confidence
level are colored red.

Coefficient List - Soot~ -0 X
1 2 3 4 5

1 |[Seot~ | Coeff.SC  Std.Em. P Conf. int(2)
2  Constant -0.279945 | 0.0288614 | 2.56007e-07 | 0.0623313
3 Air -D.157893 | 0.033%473 | 0.00136603 | 0.0841406
4 EGR% 046583 | 00380323  1.631%e-08 | 0.0821639
5  Meedlelift = 0283157 | 0.0375012 | 4.18648e-06 | 0.0810165
6
=
[ N=17 02= 0817 Cond. no. = | 1.355
9 DF=13 R2= 0845 RSD = | 0.1188
10 R2adj. = | 0.832
11 Confidence = 0.95
Coefficients (scaled and centered).

For the selected responses, this list includes:

Terms: Under the response name the name of the terms included in the model are
listed. To display the list for another response, or more than one response, use the
Response box or the list's Properties.

Coefficients: Value of the coefficient.
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Standard error: Standard error of the coefficient.

P: Probability to get the displayed value for the coefficient assuming that the
coefficient has a true value of zero.

Confidence interval: The 95% confidence interval on the coefficient value. To select a
different level for the confidence interval, right-click the list and then click Properties.

Coefficient overview list

The coefficient overview list displays the normalized coefficients for all the responses.
Non significant coefficients at the selected confidence level are shown in red.

Coefficient Overview -0 X
1 2 3 4

1 Coeff. N: Fuel Coeff. N: NOx Coeff. N: Soot
2  Constant 19.8207 3.16581 -0.67221

3 Air 0.71402 0.123965 -0.35213

4  EGR% 0.217511 -1.21232 1.02574

3 MNeedlelift -0.994247 0.303375 0.621264

& AirtAir -0.464109 0.07499 0.103057

7 AiIrNL -0,0851657 0.0339391 0.0341566

2

9

10 N=17

11 | Cond. no. = 2979

12 DF=11

13

14 Confidence = 0.95
Coefficients (normalized).

Note: The Coefficient overview list is only available when all responses are fitted to
the same model, that is, when the same model terms are included for all responses.

Effects

In MODDE you can create three different effect plots:

e  Effect Plot: Displays the effect calculated as twice the MLR coefficient and
sorted descending in absolute value.

e  Effects Normal Probability Plot: Displays the effects on a normal
probability scale.

e Main Effect Plot: Displays predicted values of the selected responses, when
the factor varies from its low to its high level.

The Effect List displays the effects and their confidence intervals.

Note: When an expanded list of the qualitative levels is desirable, use the coefficient
plots and lists to display the coefficients for every level of a qualitative variable instead
of the effect plots and lists. Note that the effects for linear and interaction models are
twice the corresponding coefficients.
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Accessing effects plots and list

To open an effects list or plot,

1. On the Analyze tab, in the Model interpretation group, click the arrow
under Effects.

2. Click the desired plot or list.

Plot

=~ L B

Effects Mormal prob,  Main effects
List

i

List

Effect plot

For process factors the values of the effects (computed as twice the MLR coefficients)
are plotted sorted (in absolute value) in descending order. The + 95% confidence
interval is shown as error bars. The confidence level can be changed in the Effect Plot
dialog box (right-click the plot and click Properties).

[ua] Effect Plot -0 X
Effects - Engine (MLR)
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N=17; R2=0.982; RSD=1.961; DF=11; Q2z=0.961; Confidence=0.35

For mixture factors this plot displays the adjusted Cox effects (unavailable for Scheffé
models). This effect represents the change in the response values when component &
varies over its range, all other mixture factors kept in the same proportion as in the
reference mixture.

For details on how the mixture effects are calculated, see the Statistical appendix.
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Effects normal probability plot
The plot displays the effects plotted on a cumulative normal probability scale.

This plot should only be used when the model is saturated (a model with as many
terms as experimental runs). For saturated models MODDE cannot compute standard
errors, p values and confidence intervals. Use the plot to help determine the important
effects.

[=7] Effects Normal Probability Plot -0 X
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This plot, proposed by Daniel in 1954, is based on the fact that if all estimated effects
were noise, they would have a normal distribution and when plotted on a normal
cumulative plot, would fall on a straight line. Hence effects significantly different from
zero (noise) will fall outside the normal line.

This plot assumes independent effects, and that all estimable effects are plotted. Hence,
it is only relevant for screening designs with saturated models DF = 0. Also for this
plot to be meaningful, models need to have at least 10 effects. If these conditions are
not met MODDE will warn that this plot may not be statistically correct.

Note: The normal probability of effects plot is not available with mixture factors.

Main effect plot

For process factors the plot displays the predicted values of the selected response,
when the factor varies over its range, all other factors in the design held constant at
their averages. Qualitative factors held constant are set at their numerical average and
do not influence the predicted values.

If the design has replicated center points for the displayed factor, where the other
factors are also at their averages, the observed values of these points are colored
differently from other worksheet points.
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Main Effect Plot -0 X

Main Effect for Air [ka/h] - Engine (MLR) ~— Prediced
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You can select to display the worksheet data in this plot, current factor vs. response,
not taking into account the other factor settings. For Stability testing designs the
worksheet data are by default displayed.

To display/hide the worksheet data, right-click the plot, click Properties, and on the
Options tab select/clear the Worksheet data check box.
Main effect plot for mixture factors

When you select to display a mixture factor X;, this plot displays the predicted change
in the response when X, varies from its low to its high level, the relative amounts of all
other mixture factors are kept in the same proportion as in the standard reference
mixture.

For details, see the Statistical appendix.

Switching displayed factors
To switch factors,
1. Right-click the plot,
2. Click Properties,
3.  Click the Select factor tab,
4. Select the desired factor,
5. Click OK.

Formulation factors can be adjusted proportional to the reference mixture or ranges on
this property page.
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Main EffectPlot - O HEM

Interval estimation Options Flot labels
Select responses Select factor

Select the factor you want to display:

Air W

Adjust proportional to reference mixture

Adjust proportional to ranges

Cancel Apply Help

Effect list

The values of the effects (twice the coefficients) are listed with their 95% confidence
interval sorted (in absolute value) in descending order. The confidence level can be
changed in the Properties dialog box for the Effect List (right-click the plot and click

Properties).
Effect List - Fuel -0 X
1 2 3 4 5

1 |_Fuel | Effect  Conf.int(x)
2 | Meedlelift -24.3319 2.72595

3 Air  17.5099 2.84415
4 AirtAir  -11.3813 45893

5 EGR%  5.33402 27645

6 AirNL  -2.08352 3.1763

=

3
9

M=17 Q2 = 0,961 Cond. na, = | 2.979
DF =11 RZ2 = | 0,982 RSD = | 1.961
10 R2 adj. = | 0.974
11 Confidence = 0.95
Interactions

To open the interaction plot, on the Analyze tab, in the Model interpretation group,
click Interactions.

To switch to another interaction and/or switch the factor displayed on the x-axis:
1. Right-click the plot and click Properties.

2. In the Interaction effects tab, click the term in the Interaction term box
and/or select the factor in the Factor on X-axis box.

Note: This plot is only available for process factor. No interaction plots are available
for mixture factors.
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When you select a 2 factor interaction, the predicted values of the response, when one
factor varies from its low to its high level, are plotted for both levels of the other factor,
all remaining factors in the design being set on their average.

If you have mixture factors in the model, these are all set at the standard reference
mixture.

Interaction Plot -0 X
Interaction Plot for Ac*Col - Robustness HPLC (MLR) @ Col (Coln)
k2 W Col(ColB)

38

Col (ColB)

25 252 254 256 2585 26 262 264 266 268 27
Ac [%5]
N=12; R2=0.998; RSD=0.02072; DF=5; (2=0.383

PLS

The score and loading plots complement each other. The position of an observation in
a given direction in a score plot is influenced by variables lying in the same direction
in the loading plot.

There are four types of PLS plots available:
e  Score Scatter Plot — displays the score vectors t and/or u in a scatter plot.

Use the score plots to reveal groups, trends, outliers, and similarities. The
plot marks represent your experiments.

e Score Column Plot — displays the score vectors t or u in a column plot.

e  Loading Scatter Plot — displays the loading vectors p, ¢, w and/or wc in a
scatter plot. Use the loading plots to investigate the correlation between
terms in your model. The plot marks represent the terms currently in the
model and/or the response-variables. The response variables are displayed
when plotting the c-vectors.

e Loading Column Plot — displays the loading vectors p, ¢, w or wc in a
column plot.
Accessing PLS plots

To access the PLS plots, on the Analyze tab, in the PLS diagnostics group, click the
arrow under PLS.

This shows the available PLS plots.
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Score plots

The score plots reveal groups, trends, outliers, and similarities.

You can create three different score scatter plots:

T scores (for ex.: tl vs. t2): t scores are windows in the X space displaying
the objects as situated on the projection plane or hyper plane.

U scores (for ex.: ul vs. u2): u scores are windows in the Y space, displaying
the objects as situated on the projection plane or hyper plane.

T'vs. U scores (for ex.: t1 vs. ul): Displays the objects in the projected X (7)
and Y (U) space, and how well the ¥ space coordinate (u) correlates to the X
space coordinate (t). This is the default.

Score column plots can only be created for one vector at a time.

Note: Score plots are only available for PLS fitted models.

Loading plots

The loading plots display the correlation between the X variables 7(X) and the Y
variables U(Y).

Note: Loading plots are only available for PLS fitted models.

You can create four different loading plots:

p loadings (for ex.: p1 vs. p2): These plots show the importance of the X
variables in the approximation of the X matrix.

w loadings (for ex.: w1 vs. w2): The w's are the weights that combine the X
variables (first dimension) or the residuals of the X variables (subsequent
dimensions) to form the scores t. These weights are selected so as to
maximize the correlation between 7 and U, thereby indirectly Y. X variables
with large w's (positive or negative) are highly correlated with U (Y).
Variables with large w's are situated far away from the origin (on the positive
or negative side) on the plot.

¢ loadings (for ex.: c1 vs. ¢2): These plots display the correlation between the
Y variables and the X scores 7' (X). The ¢'s are the weights that combine the Y
variables with the scores u; so as to maximize their correlation with X. Y
variables with large c's are highly correlated with 7 (X).
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e wc loadings (for ex.: wcl vs. we2): This is the default option. These plots
show both the X-weights (w) and Y-weights (c), and thereby the correlation
structure between X and Y. One sees how the X and Y variables combine in
the projections, and how the X variables relate to Y.

To change the currently showing loading plot,
1. Right-click the loading plot
2. Click Properties

3. On the Loading Column Plot or Loading Scatter Plot tab, click the desired
option

4. Click OK.

Loading column plots can only be created for one vector at a time.

Distance to model (Y)

To open the distance to model plot, on the Analyze tab, in the PLS diagnostics group,
click Distance to model.

The RSD of an object in the Y space is proportional to the object distance to the hyper
plane of the PLS model in the Y space. MODDE computes the object distance to the
PLS model (DModY) in the Y space and displays them as columns in a plot.

A large DModY value indicates that the experiment may be an outlier.

[a] Distance to Model Plot = [g =

Distance to Model - WAALER {mixture) (PLS, comp.=3)
reiease
035

037

0.254

o
[
L

0154

Studentized residuals

=
L

0,05

Experiment number
N=10; R2=0.985; RSD=18.72; DF=4; Q2=0.553

VIP - Variable importance in the projection

The VIP values reflect the importance of terms in the model both with respect to Y, i.e.
its correlation to all the responses, and with respect to X (the projection). With
designed data, i.e. close to orthogonal X the VIP values mainly reflect the correlation
of the terms to all the responses.

Note: The VIP plot and VIP list are only available for PLS fitted models.

VIP plot
The VIP plot displays the VIP values as a column plot sorted in descending order.
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To open the VIP Plot, on the Analyze tab, in the PLS diagnostics group, click VIP.

[iwa]  VIP Plot -0 X

Variable Importance - Engine (PLS, comp.=3)
[All responses ]
1.8

VIP

= =
=4 =<

N=17; Cond. no.=3.601; DF=11

VIP list

The VIP list displays the sorted VIP values and the scaled and centered coefficients for
all responses in the investigation.

To open the VIP List,
1. On the Analyze tab, in the PLS diagnostics group, click the arrow under
VIP.
2. Click VIP list.
£ VIPList -8 x
1 2 3 4 5
(| Coeff Coeff Coeff
2 (cum) [ Fuel
3 | EGR% 155193 2.07838 -6.05782 | 0339391
4 | Needlelife 120328 -9.78619 1.06713 0.151255
5 0 Air 0739169 6.13271 00708223 | -0.163738
6 © NLI*NL 0454716 -1.81407 | 0.659173 | 0.0225876
7 | AirtAir 0264822 -13318 0479365 | 0.0123445
8
9 N=17 Cond.no.= 3.601
10 Comp. =3
1
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Introduction

The Predict tab has a collection of functions that involve predictions and
interpretation, as well as the Optimizer.

Predict

T N RE=ERNAR A G

Predictions Scatter | Prediction Factor Contour Sweet Design | Optimizer Setpoint
plots=  effects . spot™ space~ validation
Spreadsheet Interpretation Optimize
The functions on the Predict tab are organized into groups,
Spreadsheet group
e  Predictions - opens the Prediction Spreadsheet.

e  Scatter - opens the Prediction Scatter Plot dialog box for creating 2D or
3D scatter plots using the content of the Prediction Spreadsheet.

Interpretation group
e  Prediction plots - creates prediction and overlay prediction plots.

e  Factor effects - shows the Factor Effect Plot for the currently selected
responses.

e  Contour - opens the Contour Plot dialog box to create Contour, 4D
contour, and Surface plots.

e Sweet spot - creates Sweet spot, 4D sweet spot, and Surface plots.

e Design space - opens the Design Space Plot dialog box for creating
Contour and 4D contour plots.

Optimize group

e  Optimizer - opens the optimizer window and provides access to the
Optimizer contextual tab.

e  Setpoint validation - opens the Setpoint Validation window.

Prediction spreadsheet

The Prediction Spreadsheet allows you to type or paste factor settings to make
predictions. The lower and upper level 95% confidence intervals for these predictions
are also calculated.
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To open the Prediction Spreadsheet, on the Predict tab, click Predictions.
To insert rows press the Down arrow key when on the last row.

If the model has been fitted the predictions are calculated automatically after entering
settings for all factors. If you do not want the predictions to be automatically updated,
right-click the list and clear Auto update. To make predictions with auto update
cleared, right-click the list and click Update predictions or press the F5 key.

To change the interval estimation properties, right-click the list and click Properties
and click the Interval estimation tab.

Note: With PLS and an X matrix with large condition number, the standard error of
predictions is computed and displayed instead of the interval estimate.

= Prediction Spreadsheet -0 x

1 2 3 4 5 6 7 8 A
"Air | EGR%  Needielift Fuel Lower  Upper NOx Lo
1 250.001 7.3628 | -2.2009| 232.338 230.671  234.004 | 24.1012| 23.6
2 250.002 7.4144 | -2.3588 | 233.019  231.386  234.652 | 23.7878 | 23.3
3 250.001 6.9531 -1.3295 228.469  226.522  230.416| 26.3806 .8
4 253 7.4782 | -1.3624| 230.927 229.082  232.772| 24.8086 .3
5 250.017 7.3245| -2.0433 231.68 229.98 233.381|  24.3807 .9
6 250 6.9652 -1.347 228.55 226.61  230.489| 26.3191 .8
7 250 6.9487 -1.326| 228.451| 226.502  230.399  26.3995 5

] 250 6.9487 -1.326| 228.451| 226.502  230.399  26.3995 25. v
< >

Prediction scatter plot

In the prediction scatter plot you can view your factors and predicted responses as 2D
and 3D scatter plots.

Note: The points displayed in the scatter plots are the points in the current prediction
spreadsheet. The scatter plot is updated with new points when you enter them in the
prediction spreadsheet.

To create a prediction scatter plot, on the Predict tab, click Scatter Plot. This will
open up the Prediction Scatter Plot dialog box.

Prediction Scatter Plot. - = [HEIN

Select columns | Plot labels | Color by variable
Select the worksheet columns to display in the plot.

Column: W-axis:

-
EGR%:
Needlelift Y-axis (in 3D-plots):
Fuel
NOx == x
Soot
Series:
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To add a variable to an axis or series, click the variable in the Column field, then click

the relevant arrow | =% . Click [#* | to remove factors or responses from the Y-axis or

from Series. To change what to display on the X-axis, mark a new variable and click
==

For 2D plots, select the variable to be plotted on the X and Series (Z) axes.

For 3D plots, select the variables to be plotted on the X, Y, and Series (Z) axes.

Click the Color by variable tab to color by a factor or a response.

Prediction plots

There are two prediction plots available for process and two prediction plots available
for mixture.

On the Predict tab, in the Interpretation group, click the arrow under Prediction

plots.
Prediction
plots™
Process
Prediction Overlay
prediction
Mixture
Prediction Overlay
prediction

Right-click any prediction plot and click Properties to:

e  Select the responses on the Select responses tab. You can also use the Select
response box.

e  Select which factor to display on the x-axes on the Axes and constants tab.

e  Select interval estimation settings - Interval type, Confidence level,
Tolerance proportion on the Interval estimation tab.

e  Select if limits should be shown in the plot or not on the Options tab.

e  Select if worksheet raw data points should be show or not on the Options
tab.

Use the Properties pane factor sliders to interactively change the settings of the
constant factors.
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Prediction plot

The prediction plot displays the predicted values of the selected responses, when the
factors vary over their respective ranges. The plot supports up to three factors and an
unlimited number of responses with confidence intervals when the Show interval
estimates check box is selected. The plot also displays any worksheet points that are
valid considering the constant settings of the factors not displayed on the axes in the
subplot but in the Properties pane. The tolerance for the constant factors is specified
by the replicate tolerance in MODDE options.

4

5] Prediction Plot -0

Prediction Plot - Engine (MLR) = Response
260 wees L comf int,

=swe U, CONT, int.

salpadold

@ Worksheet

(]

'

=]
1

Fuel [mg/st]

2257 T T T T T | — | — T T T T T T T T
240 250 260 270 280 &6 ¥ 8 9 10 M -5.5 45 -35 -25 -1.5 -05
Air [ka/h] EGR% [%] Need|elift [ETDC]
Interval=0.95 Confidence

Overlay prediction plot

The overlay prediction plot displays the predicted values for up to three factors and as
many responses as desired. No confidence intervals can be displayed for the overlay
plot.

& Overlay Prediction Plot -0 X
P . r el
QOverlay Prediction Plot - Engine (MLR) —Ffuel[mg/st] g
1m0 —NOx[mas] =
=
==5o0t [mars o
S —_— .
200
150
100
50
B R e e e e e T T T T T T T T T T T T
24@4PSPSRERETTETRE 6 7 8 9 10 11 5.5 45 -35 -25 -15 05
Air [kg/n] EGR: [%] Meedielift [BTDC]
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Factor effects

To access the Factor Effect Plot, on the Predict tab, in the Interpretation group, click
Factor effects.

Factor Effect Plot -0 x
Factor Effect for Air [kg/h] - Engine (MLR) = Predicted

Fuel === L. conf, int,

253 ssssl, conf. int.

245+

/5

240

Fuel [mg.

235

2304

2257 T T T T T T T T
240 245 250 255 260 265 270 275 280

Air [ka/h]
N=17; R2=0.979; RSD=2.049; DF=12; Q2=0.958; Interwval=0.35 Confidence

For process factors the plot displays the predicted values of the selected responses,
when the factor varies over its range, all other factors in the design held constant at
their averages. Qualitative factors held constant are set at their numerical average and
do not influence the predicted values.

You can select to display the worksheet data in this plot, current factor vs. response,
not taking into account the other factor settings. For Stability testing designs the
worksheet data are by default displayed.

To display/hide the worksheet data, right-click the plot, click Properties, and on the
Options tab select/clear the Worksheet data check box.

Note: The Factor Effect Plot by default shows both factors and the responses back
transformed (in original units) while the Main Effect Plot shows the responses in their
transformed units.

Factor effect plot for mixture factors

When you select to display a mixture factor X;, this plot displays the predicted change
in the response when X; varies from its low to its high level, the relative amounts of all
other mixture factors are kept in the same proportion as in the standard reference
mixture.

For details, see the Statistical appendix.
Switching displayed factors
To switch factors,
1. Right-click the plot,
2. Click Properties,
3. Click the Select factor tab,
4. Select the desired factor,
5. Click OK.
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Formulation factors can be adjusted proportional to the reference mixture or ranges on

this property page.

Factor effects, Stability testing

To access the Factor Effect Plot, on the Predict tab, in the Interpretation group, click

Factor effects.

Factor Effect Plot - 08 X
Factor Effect for Time [month] - Stability testing design (MLR) ~ ——FPredicted

Impurities sessL. confl int.

2.6 =ee U, conf, int.

@ Worksheet
244

Impurities

L e e e B B e L B B B B
& 10 12 14 16 18 20 22 24 26 28 30 32 34 36
Time [month]

N=48; R2=0.381; RSD=0.0928; DF=46; Q2=0.310; Interval=0.95 Prediction

For stability testing designs the plot by default displays the predicted values of the
selected response, when the Time factor varies from first to last time. All other factors
in the design are held constant at their averages. Qualitative factors held constant are
set at their numerical average and do not influence the predicted values.

You can select to display the worksheet data in this plot, current factor vs. response,
not taking into account the other factor settings. For Stability testing designs the
worksheet data are by default displayed.

To display/hide the worksheet data, right-click the plot, click Properties, and on the
Options tab select/clear the Worksheet data check box.

Note: The Factor Effect Plot by default shows both factors and the responses back
transformed (in original units) while the Main Effect Plot shows the responses in their
transformed units.

Switching displayed factors
To switch factors,
1. Right-click the plot,
2. Click Properties,
3.  Click the Select factor tab,
4.  Select the desired factor,
5. Click OK.

For details about stability testing designs, see the Stability testing design section in the
Generalized subset designs appendix.
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Contour

To open a contour plot, on the Predict tab, in the Interpretation group, click the
arrow under Contour. Then click the desired plot.

W

Contour

P:ocests

W &
Contour 4D Contour Surface
Mixture

A 22

Contour 4D Contour

The available contour plots for Process and Mixture are Contour and 4D Contour.
For Process, Surface is also available.

To open the Contour Plot wizard, click Contour.

2D contour

The 2D contour plot displays the predicted response values for the selected responses,
spanned by two factors, in a response surface contour plot. For mixture the plot is
spanned by three factors.

When Min, Target, or Max-values have been specified for the response, these limits
are by default displayed in the plot.

Factors kept constant

By default, all constant factors are set at their mid-range values; change these values as
desired in the Properties dialog or pane. After the plot has been created the constant
factors can be seen (and changed) by clicking the Properties tag to the right of the plot
to open the pane. When you change the value of the constant factors, the contour plots
are updated.

B Response Contour Plot -0 X
Response Contour Plot - Engine {MLR) Fuel [ma/st] éj
Fuel [ma/st] 3
&

255

250

245

240

i
S
o,
b=
g
B
7}
2

235

230

225

240 245 250 255 260 265 270 275 280
Air [kash] 220
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4D contour

The 4D Contour plot displays the predicted response values for the selected response,
spanned by two factors, in 9 response surface contour plots in a 3x3 grid and spanned
by another two factors. For mixture, the plots are spanned by three factors.

When Min, Target, or Max-values have been specified for the response, these limits
are by default displayed in the plot.

Note: The 4D plot is available for investigations with only process factors, and with
both mixture and process factors, but not with mixture factors only.

4D contour plot axes

When the model includes both process and mixture factors, the mixture factors can
only be selected as inner axes factors in the Contour Plot wizard.

Inner axes factors

Select two process factors for the axes under Factors at the plot axes, or three mixture
factors.

Outer axes factors

Select two process factors for the outer axes. The response contours are plotted for the
low, middle, and high levels of these factors.

You can also select qualitative factors for the outer axes and select for which settings
to display the contour plots.

When there are more than 4 factors in the model, the remaining factors are held
constant.

Respense 40 Contour Plot -0 X
4D Response Contour of Yield - Pilot Plant square (MLR) Yield g
H20 =75 H20 = 137.5 H2Q = 200 =
S

=2

stir

stir = 1.25

86.5

stir = 0.5

1111213141516 171819 1 1112131415 16171819 1 111213 141516171819 2

85

By default all plots are equally scaled, that is, the color coding is the same for all plots.
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Response surface

The Response Surface Plot displays the predicted response values, spanned by two
factors, in a response surface plot. This plot is only available for models with two or
more process factors and can display many responses.

Factors kept constant

By default, all constant factors are held constant at their mid-range values; change
these values as desired. After the plot has been created the constant factors are found to
the right in the plot. When you change the value of the constant factors the contour
surface plot is updated.

B Response Surface Plot -0 X
Response Surface Plot - Engine (MLR) [l Fuel [mg/st] T

MNOx [may/s] =

.Soot [may's] %

Air [kg/h]

10
- ! EGR% [%]
B
o~ B{gyﬁ
Ey 7
1}/2/

Surface plot options

The plot options for the response surface plot are, as the Contour plot options, accessed
by clicking Plot options in the Contour Plot wizard, or in tab Surface plot options in
the properties dialog after creating the plot.

The Surface plot options include two options:

e  Resolution - The precision used when creating the contour plot. Selecting a
higher resolution requires more calculations and is therefore more time
consuming.

To select the resolution of the plot, click one of the predefined resolutions or
type a resolution value here.

e Scale surfaces 0-100 - How to scale the response axis. When selected (as in
the example here), each response is scaled so that the smallest predicted
value equals 0 and the largest predicted value equals 100. Note that with
Min, Target and/or Max values in the response definition, these values are
included in range used to rescale, possibly increasing that range. As a
consequence the scale of the actual surface is less than 0-100 when a
Min/Target/Max-value increases the range.
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Contour plot wizard

The contour plot wizard guides you through the selection and specification of 2D
contour plots and 4D contour plots for mixture and process factors and 2D Surface
plots for process factors.

To open the contour plot wizard, on the Predict or Home tab, click Contour.

Contour Plot > 2

Plot type: Inner plot type:
(®) Contour (®) Process
4D contour Mixture
() Surface
Available responses: Selected responses:
ox |
Soot ==
L=
Use constraints Flot options...
< Back MNext = Cancel Help

Inner plot type

Under Inner plot type, the default plot type for the inner axes is selected. If you have
both process and formulation factors in the investigation, click the type of factor to
display on the inner axes: Process or Mixture.

On the outer axes you can only vary process factors.

Selecting responses

You can select to display all responses for the 2D contour plots but with more than 9
responses, the plots become very small. The contours are not overlaid, but displayed
next to each other.

Modify which responses to display by marking in Available responses and clicking

the arrow == and/or marking in Selected responses and clicking the back arrow
€=

Using constraints

Clear the Use constraints check box if you do not want the available constraints to be
displayed in the plot. MODDE's default is for constraints to be used and this should not
be changed without reason.

Plot options

To select the resolution of the plot, that is, the grid calculated to create the contour plot,
click Plot Options. Note that you can type a resolution value here or click one of the
predefined resolutions.
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You can also scale the subplots equally, to lock the contour levels, to produce the plot
with/without color and with/without contour level labels.

For more, see the Contour plot options subsection.

Contour plot options

Right-click the contour plot and click Properties to open the property page. The
Contour plot options can also be accessed by clicking Plot options in the Contour plot
wizard.

Response Contour Plot =

Select responses | Axes and constants | Contour plat options

Resolution: 32 W

[ 5cale subplots equally (subplots share contour levels)
Lock contour levels

Use color

Show contour level labels

Resolution

Resolution is the precision used when creating the contour plot. Selecting a higher
resolution requires more calculations and is therefore more time consuming.

To select the resolution of the plot, click one of the predefined resolutions or type a
resolution value here.
Scale subplots equally

When the Scale subplots equally check box is selected the colors of all contour
subplots represent the same values.

The plot has subplots when you display the 4D contour or you have selected to display
more than one response in the 2D contour plot.
Lock contour levels

You can select the Lock contour levels check box to keep the current contour level
colors and limits.

This option is available when the Scale subplots equally check box has been selected.

Use color

By clearing the Use color check box you can choose to display the contour and surface
plots without colors.

Show contour level labels

Clear the Show contour levels labels check box to display the contour plots without
the level labels.
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Sweet spot

The Sweet Spot plot highlights the areas were the responses are within the user
specified ranges but does not add the probability assessment that is done by the Design
Space plot. The sweet spot plot can be displayed as 2D or 4D for process or mixture
factors. For process factors the plot can also be displayed as a surface where the
response intersections are viewed in 3D.

Sweet
spot™
Process

M I 2

Sweet spot 4D sweet spot  Sweet spot
surface

Mixture

A 22

Sweet spot 4D sweet spot

Creating a sweet spot plot

To open the sweet spot plot wizard, on the Predict tab, click Sweet spot.

Inner plot type

If the investigation contains both mixture and process factors, select the type of factor
you want on the axes for the 2D and for the inner axes for the 4D.

Sweet Spot -3

B

Plot type: Inner plot type:

(®) Sweet spot (®) Process
Mixture

Plot type

To select to create the 2D sweet spot plot select Sweet spot and to select the 4D with
up to four factors (5 with mixture) click 4D sweet spot. To create a sweet spot surface,
click Surface. Click Next.
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Response selection

In the Responses page, enter the settings for the relevant responses.

Note: If you have entered Min and/or Max values in the response definition, this page
is automatically filled with those values. To update with updated values from the
response definition, click Get limits.

For each response select:
1.  To Include or Exclude each response under Incl/Excl.

2. Type the values that are of interest under Min and Max. If you have entered
the Min and Max yourself, MODDE uses those values. If you have not
specified a Min and Max, MODDE enters the smallest and the largest values
found in the worksheet and these should be changed based on your desired
sweet spot.

You may also:
e  Select or clear the Use constraints check box.
e  Change the resolution in the Resolution box.

e Update to current limits in the response definition by clicking Get limits.

Responses =

Set the thresholds for the responses that you want to
display in the Sweet Spot plot.

Response Inc/Excl Min Max
Include | 250
NOx Include |« 25
Soot Include | 1
+| Use constraints Get limits Resolution: | 256 W

< Back Cancel Help
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Plot axes
Click Next to open the Axes and constants page, or for 4D sweet spot, the 4D axes
page.
Mixture factors can only be selected as inner factors in a 4D plot.
Axes and constants =]

Factors at the plot axes: la High:

1staxis: | Air v || 240 284 Default

2nd axis: |EGR% v |6 12 Default

Constant

Factor Value Setting

Needlelift -2.29 (] 5 |

< Back Next = Cancel Help

Select two process factors for the axes under Factors at the plot axes, or three mixture
factors.

For the 4D, select two process factors for the outer axes. The sweet spot contours are
plotted for the low, middle, and high levels of these factors.

Colors in the sweet spot plot
The sweet spot plot uses the color scale from green to blue with:

e  Green for the ‘sweet spot’, that is the areas where all responses are within the
selected range.

e  Blue for areas where one of the responses is within its selected range.
e  White for areas where none of the responses are within their selected ranges.

e Other colors for areas with more than one response within its range but not
all.

The above are the default settings and you can define specific colors in the Format
Plot dialog box.
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Sweet Spot Plot -0 X
. -

Sweet Spot Plot - Engine (MLR) [ Sveeet spot =

12 [ Criteria met 2 £

=

[l Criterion met 1 )

[NOx Max]
3

240 245 230 235 260 265 270 275 280

Sweet spot = Fuel [mg/st] C - 25003 WOx [mg/s] ( - 28); Soot [mgss]l - 1)

Design space

On the Predict tab, in the Interpretation group, click Design space to open the
Design Space Plot dialog box with settings for creating the plot. Click the arrow under
Design space to open a specific design space plot directly.

Design
space~™
Process

i

Design space 4D design

space
Mixture
V- N v
F. V..
Design space 4D design
space

Available options are:
Process
e  Design space
® 4D design space
Mixture (only available when mixture factors are part of the design)
e  Design space
e 4D design space

187



MODDE 12

Design space wizard

The Design Space Plot wizard opens automatically when clicking Design space on the
Home or Predict tabs.

First page
The first page of the Design Space Plot wizard lets you choose;
e Plot type - either Contour or 4D contour.
e Inner plot type - Process or Mixture.
e  Selected responses - As many as desired.
e Plot options - see the Design space plot options subsection next.

Design Space Plot ==

Flot type: Inner plot type:
(®) Process

(14D contour Mixture

Available responses: Selected responses:

Resl =3

PlateN(2)
=

Use constraints Plot options...
< Back MNext = Cancel Help

Design space plot options

Click Plot options... on the first page in the wizard to open the plot options,
alternatively right-click the created plot and click Properties. The Design Space
Contour Options lets you specity,

e  Resolution - A higher resolution means a more detailed plot, but it can also
slow down your computer.

e  Use color - This determines if the plot should be colored or merely display
the contour lines.

e Show contour level labels - Sclect to display contour level labels.

e  Acceptance limit - The acceptance criteria aimed for either in percentage or
in the DPMO space.

e  Simulations/point - The number of simulations per point; the higher the
more time consuming but also more accurate.
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e Include model error - This determines if model error should be included in
the plot. Note that when this check box is cleared, the plot merely presents
the same information as the Sweet spot plot.

e Interval type, Confidence level and Tolerance proportion on the Interval
estimation tab. For more, see the Interval type and probability levels
subsection in chapter 4, File.

Design Space Contour Options =

Design space options | Interval estimation

Resolution: 16 v
IUse calar

Show contour level labels

Acceptance limit (%%): 1
Simulations/point: 10000

Include model error

Cancel Help

4D axes

The second page of the wizard lets you select what factors to display on each of the
plot axes. In Distribution, the type of distribution can be selected; Normal (default),

Uniform or Triangular.
4D axes =

Factors at the plot axes: Low: High:
1st axis: | A w| |25 27 Default
2nd axis: pH v| |38 4.2 Default

Factors at the outer axes:

3rd axis: | Temp wv| |18 25 Default

4th axis: |oga w| | 0.09 0.11 Default

Indude factor predision on axis factors
[J1indude factor precision on constant factors

Distribution: | Normal W

< Back Finish Cancel Help

Note: When creating the plot from the Setpoint analysis group on the Optimizer tab,
you can also select to include distribution from the setpoint analysis on the axis factors
and if you want to include distribution from setpoint analysis on constant factors.
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Click Finish to see the Design Space Plot showing the probability of failure (%) for
the shown factor combinations. Alternatively, Next to specify the settings for the
constant factors.

KBS Design Space Plot -0 X
Design Space - Robustness HPLC (MLR) % éﬂ
Probability of failure (%) for k2, Res1 and PlateMN(2) z

[1:]

50

10

I

Ach [%]
Including distribution on axis factors only; Interval=Prediction

25 252 254 256 258 26 262 264 266 268 2?I
Acceptance limit=1% 5

Optimizer

On the Predict tab, in the Optimize group, click Optimizer to open the Optimizer
window and provide access to the Optimizer contextual tab.

More information about the optimizer is available in Chapter 12, Optimizer.

Setpoint validation

On the Predict tab, click Setpoint validation to open the Setpoint Validation
window.

Setpoint validation tests the robustness by making a large number of random
disturbances (Monte Carlo simulation) in the specified region. The result is shown as a
distribution of random samples including model prediction errors. The result can be
expressed in general statistics as well as capability indices Cpk or Probability of
failure.

Setpoint validation is a way to test if the investigated system is robust against
disturbances in the investigated region.

The aim of robustness testing is to evaluate if a process, or a system, performs
satisfactory even when some influential factors are allowed to vary. In other words, we
want to investigate the system’s sensitivity (or preferably lack of sensitivity) to
changes in certain critical factors. The advantages of a robust process or system
include simpler process control, a known range of applicability and an ensured quality
of the product or process.
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A robustness test is usually carried out before the release of an almost finished product,
or analytical system, as a test to ensure quality. Umetrics recommends the use of DoE
for robustness testing and such a design is usually centered on the factor combination,
which is currently used for running the analytical system, or the process. We call this
the setpoint. The setpoint may have been found through a screening design, an
optimization design, or some other identification principle, such as written quality
documentation. The aim of robustness testing is, therefore, to explore robustness close
to the chosen setpoint.

The regression model originates from a low resolution design supporting linear models
since we assume that small disturbances have mainly linear effects. Fractional factorial
resolution III and Placket Burman designs are recommended.

Setpoint validation plots and lists

The Setpoint validation features available for working with setpoint diagnostics are;
e  Factor distribution
e Response distribution

e  Setpoint validation list.

For more information on these functions, see Chapter 13, Setpoint.

B2 Setpoint Validation -0 x
Factor Low| Setpoint|  High| Std. d..Role | Distrib... Estimated acceptable range

25 26 27 0.510204 Locked  Normal B | e

3.3 4 42 0102041 Locked Normal S [ e

1B 215 25 178571 Locked Normal N | s

0.09 0.1 0.11 0.0051... Locked Normal N | e

Cola
Response Min| Target|  Max| Criteri.. | Prob. of failure Predicted response profile
Bredict N . [a]

- . oy - e | il i

15 3 Maxim... 0% [ |

4000 Maxim... 0.006%

191






10-View

Introduction

The View tab offers a selection of options for changing what windows are visible as
well as choosing how to display open windows.

View

¥| Advisor  [v| Qutput E;ﬂ Q&l E D] |

+| Audit trail |+] Motes
. Full Cascade Tile Tile Close Switch
| Favorites || Status bar ccreen | windows horizontally vertically . windows ™~

Show Vindow

The available functions include,

e Show - Toggles the visibility of sections of MODDE such as the Status bar
and Advisor.

e  Full screen - Enter full screen mode.

e Window - Rearrange, close, or swap between MODDE's windows.

Show

On the View tab in the Show group it is possible to choose to show or hide the
following parts of the window:

e  Advisor - The Advisor pane is automatically activated after fitting an
investigation. The advisor explains a selection of the analysis plots and
results available in MODDE.

e Audit trail - for details, see the Audit trail subsection later in this chapter.
e  Favorites - for details, see the Favorites section later in this chapter.

e QOutput - The Output pane is a log book of the session. All MODDE
messages and actions are recorded in the logbook.

e Notes - In the Notes pane you can record your own notes concerning the
investigation. You can paste MODDE plots and lists. Note the commands
available by right-clicking the window. This file can then be saved as .rft
(Rich Text Format) and read directly by a word processor with all plots.

e  Status bar - Displays details about the current investigation. Note that
clicking the information opens a list/spreadsheet or dialog box. For instance,
clicking Factors opens the Factors spreadsheet, clicking Objective opens
the Design Wizard on the Select objective page.
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All of the items above (with the exception of the status bar) can be moved around to
other sections of the viewable area by clicking and dragging them. To make the
windows smaller, pull the top/side and it will remember its size. Double-click the
window caption to make it floating or make it dock.

Hint: While dragging the window hold down the CTRL key. It won't dock if you are
close to the frame of the main frame window.

Audit trail

When the Audit Trail is turned on each investigation in MODDE has a separate audit
trail. Each audit trail consists of one or more sessions that in turn consist of events. A

new session is started and appended to the audit trail when an investigation is opened,
and ends when the investigation is saved.

In addition to logging events, MODDE logs information about the user, and date and
time of the events.

To view the audit trail, click the Audit Trail tab in the Output / Notes / Audit trail
pane. If this tab is not shown, display it by selecting the Audit Trail check box on the
View tab.

Enable and disable the Audit Trail

By default the audit trail is disabled.

To turn it on for the current investigation, in File | Options, on the Investigation
options page, under Audit trail, select Yes in Enable the audit trail.

To turn on the audit trail for new investigations, in File | Options, on the MODDE
options page, under Audit trail, select Yes in Enable the audit trail for new
investigations.

Administrators can disable the turning on and off of the audit trail, i.c., always have it
on or off. For instructions on how to disable the audit trail options, see the knowledge
base at www.umetrics.com.

Save or clear the Audit Trail

To empty the audit trail, in the Audit Trail pane, right-click and click Clear Audit
Trail.

To save the current version of the audit trail, separate from the investigation, in XML
format, in the Audit Trail pane, right-click and click Save as.

Audit trail and internet explorer
MODDE uses Internet Explorer functionality to display the audit trail.

Logged in the audit trail
Specific actions the MODDE audit trail logs are:

e  Factors (adding, modifying, deleting), displaying all details about the factor
after the change

e  Responses (adding, modifying, deleting), displaying all details about the
response after the change

e  Constraints (modifying, deleting)
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e  (Candidate set

e Inclusions

e  Reference mixture

e Objective

e  Generators

e  Design

e  Complement design

e  Model

e  Worksheet, every change of every cell
e  Fit method

e  Activation and deactivation of the Audit Trail.

e  The audit trail also registers when a digital signature in the Audit trail is
incorrect.

Favorites

Introduction
To open or close the Favorites pane, on the View tab, select the Favorites check box.

The Favorites pane by default includes a few plots, lists and spreadsheets and can be
extended and modified as desired.

; Spreadsheets

. Analysis
Replicate Plot
(] Summary of Fit
Residuals Normal Probability |
[ Coefficient Plot
EObser\red vs, Predicted Ploté

. Investigation Favorites

Open a plot or list by clicking it. When settings must be selected, a dialog box opens;
select the appropriate settings and click OK. Plots and lists are displayed with the
selected settings.

Almost all plots in MODDE can be added to favorites.

Adding favorites

To add an open plot or list to favorites, on the Tools tab, click Add to favorites or
right-click and click Add to favorites. Note that this adds the plot with the selected
settings to the Favorites pane.
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Opening favorites
To open a favorite, double-click it or mark it, right-click and click Open.

Right-clicking the Favorites pane opens the menu below. A description of the menu
items follows.

Open all iterns in folder
Treat folder as item

Rename

Delete
MNew folder

Export...
Import...

Open all items in folder — Executing a folder

To execute all commands in a folder, right click the folder and select Open all items in
folder.

For example with the default Analysis folder, opening all items in the folder displays
the replicate, summary of fit, residuals normal probability, coefficient and observed vs.
predicted plots for the first response tiled.

Treat folder as item

Click Treat folder as item to treat the folder as an item. The folder is then displayed
as an item:

[] Analysis

Click it to open all the items. This gives the same result as Open all items in folder but
with a single click.

Rename

All folders, plots, spreadsheets, and lists can be renamed according to your wishes by
right-clicking it and clicking Rename, or marking it and pressing the F2-key on your
keyboard.

Delete

All items in Favorites can be deleted by right-clicking the item and clicking Delete, or
marking it and pressing the DELETE-key on your keyboard.

Create a new folder

It is convenient to group commands in folders, and automatically execute all the
commands in the folder in sequence. To create a folder in Favorites, right-click and
click New folder.

The created folder is default named "New folder'; change the name as desired, for
example to 'Residuals Plots'.

To move favorites to the Residuals Plots folder, use the drag-and-drop feature.
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Importing and exporting Favorites configuration
The Favorites window configuration can be saved as an .xml-file.
To save the current favorites configuration to file:

1. Right-click the Favorites window.

2. Click Export.

3. Enter the name and location in the Save As dialog,

4. Click Save.

Note: When importing a favorites file, the new favorites will replace the current
favorites. If you want to keep your current configuration and switch back to it later,
export to file before importing a new one.

To import favorites from .xml-file:
1. Right-click the Favorites window.
2. Click Import.
3. Browse for the file in the Open dialog.
4. Click Open.

Restoring favorites

To restore Favorites to the MODDE default, on the File tab, click Options and on the
Restore page click Restore in the Favorites section.

Full screen

You can use the Full screen command to maximize the plot area. Full screen can be
toggled on and off using F11 and is available on the View tab. Use F11 to leave full
screen mode.

Window

On the View tab in the Window group there are icons to choose how open windows
are arranged;

e  (Cascade windows,
e  Tile horizontally,

e  Tile vertically.

Close

Clicking Close closes the active window. Clicking the arrow under Close offers other
close options;

e  (Close all windows,
e  (Close all but active,
e  C(Close all plots,

e  (Close all lists.
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Switch windows

Switch windows offers a list of open windows. The selected window will be brought
to the front.

The Switch windows function also offers an option to Arrange windows. Selecting
this brings up the Arrange Windows dialog box where you can select a specific

window to bring to the front (Activate) or to close or minimize selected windows. If
you select more than one window (using the normal windows method of Shift or Ctrl

to select multiple items) the Cascade, Tile Horizontally and Tile Vertically options
become available.

(M) Arrange Windows

Select Window:

M| Coefficient Plot
B Factors Close Window
== Inclusions

[2:] Owerview Plot Cascade
E= Responses
F7 Specification

Activate

Tile Horizontally

™| Summary of Fit Plot Tile Vertically
= Worksheet
Minimize
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Introduction

The Tools tab provides functions to interact with the currently selected plot or list. If a
function is not available for the active plot or list, it will also be unavailable on the tab.

Tools

mﬂg ﬁﬂ "\3.: f\:t{ G“{ _+_ ﬁl D =5 Add to favorites ﬂsf

= Add to report

Add plot Templates |  Select Zoom Zoom  Screen Exclude List Format
element ~ . = - out  reader plot
Layout Plottoolk Create Document

The functions are organized into groups as follows,
Layout group

e Add plot element - add or remove elements such as headers and footers to
the currently selected plot.

e  Templates - save or load a template.
Plot tools group
e  Select - selection tool, such as free form, or x-axis.
e  Zoom - Zoom in, zoom X, zoom Y, zoom subplot.
e  Zoom out - zooms out if zoomed in.
e  Screen reader - get the coordinates from a specific point on a plot.
e  Exclude - turn on/off exclude mode or exclude selected data.
Create group
e  List - creates a list for the active plot.
Document group
e Add to favorites - add the currently active plot or list to the favorites list.

e Add to report - add the currently selected plot or list to a report.
Format plot - opens the Format Plot dialog box.

Add plot element

Add or remove plot elements such as headers, footers, and legend.

199



MODDE 12

To add new plot elements to a plot:
1. On the Tools tab, in the Layout group, click Add plot element.
2. Select the desired plot elements.

Alternatively:

1. Click the plot window to make the mini toolbar appear.

2. Click the add plot element icon o

Available plot elements

e  Header
e  Footer
e Legend

e Axis titles
®  Axes
e  Regression line

e  Timestamp.

Templates

On the Tools tab, in the Layout group, click Templates to display options to save,
load, and manage plot templates.

The plot template specifies the visualization of the plots (fonts, colors and sizes for
headers, background color, legend alignment, etc.).

L

Templates

-

Save template
Id  Save as default
Save as...
Load template
¥ Default
Manage templates
& Opentemplates folder

& Restore default settings

Save template - You can choose to save the current template under the current name,

as default, or as anything else. Note that the Default template is marked, even if change

have been introduced, until you save the template under a different name.

Load template - Choose between previously saved templates or the default template.
The current template is marked.

Manage templates - Open the templates folder for browsing or Restore default
settings. Restore default settings restores and switches to the settings that MODDE
had when installed, not changing any custom templates.
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Select

On the Tools tab, in the Plot tools group, click the arrow under Select to view
available selection methods.

I

s

Select

Free-form selection
Rectangular selection

Select along the X-axis

& [

L& Select along the Y-axis

Move points
Free-form selection

Click a plot area with the left mouse button and drag to create a free form selection
area. Release the mouse button to select everything within that area.

@12
@:

17 10
$.°®
1@

Rectangular selection

Click a plot area with the left mouse button and drag to create a rectangular selection
area. Release the mouse button to select everything within that area.

@:3
o+

7
1@
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Select along the X-axis

Click a plot area with the left mouse button and drag left or right, along the x-axis.
Release the mouse button to select everything within that area.

7@
@16
1ne

Select along the Y-axis

Click a plot area with the left mouse button and drag up or down, along the y-axis.
Release the mouse button to select everything within that area.

0.5 7@
@16
il

Move points

When the active plot is the Dynamic profile, the Move points option is available.
Click a point with your left mouse button and drag the point to the desired location.
Release the mouse button and the Dynamic profile plot and the Optimizer window
will update with the new Setpoint location.

Zoom and zoom out

To zoom in or out in a plot, Zoom and Zoom out are available on the Tools tab in the
Plot tools group. Click the arrow under Zoom to access the different zooming options.

To undo the zoom and return to the previous zoom level, click Zoom out.

Zoom subplot by activating the zooming tool and double-clicking the subplot.

SR

Zoom | Zoom
- out

c .
4 foomin
% .
& ZoomX

Al ZoomY

Zoom and rotate 3D plots

Turn the 3D scatter plot or response surface plot by holding down the left mouse-
button and moving the mouse in the direction you want to turn the plot.

Zoom in or out in the plot by using the mouse wheel.

To reset the rotation to default, right-click and click Reset rotation.
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Screen reader

On the Tools tab, in the Plot tools group, click Screen reader to change the select tool
to the screen reader tool.

-

Screen
reader

This presents information relevant for that specific plot at the point the mouse pointer
is located.

Axis X = -3,2102
Mormal probability = 094783

Exclude

Exclude is located on the Tools tab, in the Plot tools group and in the Editing group
on the Home tab.

4
=]
Exclude

Use Exclude to remove unwanted model terms or experiments from plots and charts.
Exclude can either be clicked before selecting points or after selecting points. When
clicked before selecting points, Exclude remains active allowing for the repeated
removal of model terms.

Click Undo to readd newly removed model terms or experiments.

Format plot

Format plot allows for you to change plot details such as the legend, error bars,
columns, styles, gridlines, background, etc. The options available when using format
plot depend on the plot that is currently active. The Format Plot dialog box provides
options for completely changing the look of your plot. Everything from the footer,
timestamp, headers, subheaders, shape of the points, etc can be changed. MODDE
allows you to completely customize your plots so that they will best fit into your
report. Any element in a plot that you can click, can likely be customized.

Accessing format plot

To access the format plot options for the currently active plot,
e On the Tools tab, click Format plot.
e  Right-click a plot and select Format plot from the menu.

e  Click a plot element and click the Format plot on the mini toolbar. This will
take you directly to the section of the Format Plot dialog box that lets you
specify how the element looks.
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Mini toolbar

Some elements in plots can be customized individually without using the Format Plot
dialog box. This is useful if you would like one specific data point to stand out with a
different shape, size, glow, or color. To see if an element can be individually
customized, you can click the element, then look at the mini toolbar to see the available
options. See Chapter 1, Getting started for more information on the mini toolbar
options.

Axis
Click Axis in the Format Plot dialog box window to open up the options for the axes.

i Format Plot o =

4 [11] Axis Tick marks Axis font Title font
Axis X Axis X Axis Y Axis general
Axis Y General
Axis general Color: Wwidth: | 1 =
? 5 b o . --f s g

The available tabs on Axis are

e  Axis general

e AxisX & AxisY

e  Tick marks

e  Title font & Axis font.
Axis general

The Axis general page under Axis in the Format Plot dialog box presents general axis
options for such things as color and width of the axes. There are check boxes for
Always recalculate scales and Is boxed. You can select if arrows should be shown
and their color. For axes titles, the color for them can be selected as well.

Title font Axis X Axis Y
Axis general Tick marks Axis font
General
Calor: Iil Width: 1 =
Always recalculate scales Is boxed
Arrows
[]show arrows Color: -
Annotation
Color: - Distance: | 2 =
Axis title

Colar: -

204



11-Tools

Axis X and Axis Y

On the Axis X and Axis Y tabs under Axis in the Format Plot dialog box you can
choose to show the axis as well as various settings for each axis such as the title,
rotation, step size, and if the axis should be reversed.

Axis
[+] show axis
Minimum: | 480 Maximum: | 540

Auto adjust scales for suitable limits and step size
Step size: | 10

|:| Reverse axis
Annotation

Rotation: |§y

Title
Show title
Title: temp

Tick marks

The Tick marks tab under Axis in the Format Plot dialog box lets you choose the tick
mark type and size for both minor and major tick marks. Available tick mark types are
None, Outside, Inside, and Cross.

Major tick marks
Tick mark type: Cutside w
Tick mark size: 4 =
Minor tick marks
Tick mark type: Cutside
Tick mark size: 2 =
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Axis Font and Title Font

The Axis Font and Title Font tabs under Axis in the Format Plot dialog box let you
choose the Font, Font style, and Size of the axis font or title font.

Font: Font style: Size:
5eqoe L] Regular 8
Rage Italic ~ 7 A
Ravie Bold EN
Rockwell Italic g
Rockwell Condensed Bold Italic 10
Rockwell Extra Bold 11
Rod 12
Sakkal Majalla 14
Script MT Bold 16
Segoe Print 13
Seqoe Script 20
Segoelr | 2
Seaoe UT Emoii ~ 4 M
Preview:
AaBbYyZz Scalable
Rotatable
Anti aliazed
| Filled
Gridlines

Gridlines can be controlled either for the entire graph using the main category
gridlines, or specifically by using vertical and horizontal. The Gridlines page in the
Format Plot dialog box lets you choose to turn on or off gridlines, the type of gridline,
if grid stripes should be used and if the gridlines should be drawn behind the plot or
not. Available gridline types are Solid, Dashed, Dotted, Dash dot, and Dash dot dot.

Gridlines
() No gridlines
(@) Gridiine Solid N

Color: |00« | width: | 1 =
Grid stripes
(®) No grid stripes
() solid il

() Gradient fil

Color: Color 2:

General
Draw behind plot
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Background

The Background page of the Format Plot dialog box lets you change the fill and
border of the window and plot areas of the current plot.

Fill
(®) Mo fill

) solid fil

() Gradient il Vertical

Color: Color 2:
Border
(®) Mo border
() solid line
Color: Width: | 1 =

Titles and Font

The Title section of the Format Plot dialog box includes the titles and font pages.
These are available for either the entire graph or sections of the graph; Header,
Footer, Timestamp, and Subheader. The visibility, background color, text color,
border, location, and the text itself can be changed.

Titles | Font

Title
Iz visible Anchor: Top W

Summary of Fit - Engine (MLR)

Color
Text color: -
Background color: -
Border

[1s visible Color:

(%]

Margin: | 2 = Width: -
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Legend and Font

The Legend page of the Format Plot dialog box lets you choose whether or not to
show the legend and the position, orientation, text alignment, font, text and background
color, and border of the plot's legend.

Legend | Font

Placement

[w] Show legend {using default rules)

Position: Top right v

Orientation: Vertical v

Text alignment: Left w
Color

Text color: -

Background color: -
Border

[1s visible  Colar:

Margin: | 2 = Width: |1 =

Limits and regions

The Limits and regions section of the Format Plot dialog box lets you change the
options associated with standard deviation lines, min and max lines, target lines, etc.
The fill can be specified for over or under a line and a gradient with two colors
selected.

Region style | Font | Label style

Style
Line: Style: Dashed v Width: | 2 -
Color: I ~
Fil:  Type: Mo fil i
Style: Solid
Gradient: yartical
Color 1:
Color 2:

208



11-Tools

Labels

If the plot has any labels, the Labels option will be available in the Format Plot dialog
box. In the General tab, the option Avoid overlapping labels is by default selected
and limited to 100 points.

Label style |Font | General

Label
Position: Right v Rotation: | O =
Offset: 4 =

Color
Text color: -

Background color: -

Border
[[1s visble cColor:
Margin: | 1 = Width: | 1 =

[]oraw connection line
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Contour

If the currently active plot is a contour plot, then the Contour page is available in the
Format Plot dialog box. Here it is possible to select the colors to be used in the
selected contour plot.

Hint: You can create a custom level for the contour plot by typing a number in the
field below Add and then clicking Add.

The default plot displays a number of contour levels. To display fewer or more contour
levels, type a new value in the Contour levels ficld. In Individual level colors the new
number of levels will be displayed.

Note: To for instance display the contour levels for 10, 20, 30 ...100 you need to type
Min=0 and Max=110 and in the Contour levels field type 10.

The Color Begin and End colors define the color scale used in the plot.

To change from the default color range, click the respective Begin and End colors, and
click the new color to use.

To change the color of one of the available levels under Individual level colors, mark
the level and click the colored button to the right (above Remove), and then click the
new color.

To remove one of the available levels, mark it and click Remove.

Click the Contour level line style tab to customize the contour line color, width, and
pattern.

Contour levels | Contour level line style

Contour levels: | g -

-

Range:  Min: | 215 Max: | 260

Calor: I - | [ -

Individual level color:

W -
[ 225
[ 230 Remave
W pa
[ 245
[ 250
M 255
. Above
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Error bars

When the active plot uses error bars, these can be customized in the Error bars
section of the Format Plot dialog box. The error bars can have their visibility set, the
color, the line width, and the error bar width as a percent of the column width.

Error bars
I= visible
Color: -
Line width: 1 =

-

Error bar width: | 60 = (% of column width)

Column

The Column option in the Format Plot dialog box becomes available when the
currently selected plot uses columns. You can change the column width.

Styles

The Styles section of the Format Plot dialog box provides specific styling of elements
in the currently selected plot. The available styling varies greatly based on the plot
selected. The Histogram plot, for example, allows the Coefficient columns to be styled.

List

To create a list of the currently selected plot, on the Tools tab, in the Create group,
click List.

Note: This option is available for most plots.

Add to favorites

To add the active plot or list to Favorites, on the Tools tab, in the Document group,
click Add to favorites.

Add to

report

To add the active plot or list to your report, on the Tools tab, in the Document group,
click Add to report. If no report exists, the Add to report icon will start the Report
and guide you through that process.
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Plots and lists

Properties dialog box

To open the property page of a plot or list, right-click the plot or list and click
Properties.

With Properties open, change as desired and the plot or list is updated when you click
OK or Apply. The default of most properties available from the Properties page can
be changed in Investigation options (File | Options).

Automatic update of plots and lists

If you, after fitting the model, make changes to the responses (add, delete or
transform), the worksheet (include, exclude runs or values), the model (add or remove
terms), or change fit method, MODDE refits the model and all open plots or lists are
updated.

Generating multiple plots or lists

When there are many responses in your investigation you can select to display a
multiple plot with all or selected responses. Click the desired responses or [ All
responses | in the Select responses box.

Select responses: [ All responses =

v [ All responses ]
v Fuel
v MNOx
v Soot
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Introduction

The Optimizer helps with finding the optimal conditions or best compromise as a
setpoint and alternatively the most robust setpoint.

Starting the optimizer
To open the Optimizer, on either the Predict tab or the Home tab, click Optimizer.

MODDE then opens the Optimizer window and tab for the optimization analysis.

Optimizer theory

The optimizer works according to a given set of specifications and the specification of
the factors and responses are selected according to the desired result. Therefore, if the
response specifications are unrealistic, it might be impossible for the optimizer to reach
the best possible solution. With a good strategy and by using complementary tools,
such as contour plots, probability of failure estimates, sweet spot plots, Design Space
estimates, robust setpoint, setpoint analysis and the predicted min/predicted max values
listed in the Optimizer, a good understanding of the possible specifications can be
obtained. Note here that the most important consideration in order to obtain optimal
optimization results is to certify that the Pred. min and Pred. max range and the
response specifications at least partly overlap.

The optimizer is used to find an experimental sefpoint that fulfills various criteria. The
optimizer uses a search function to find the best possible solution to an equation that
depends on a number of operating criteria.

The following section describes the possibilities and limitations of the optimizer
function. The first part is a description of how the optimizer works and the second part
discusses how different objectives can be reached by selecting different start criteria
for the optimization.

Search function

The optimizer uses desirability functions, dx, for each response, k=1, ...,m, and searches
for the combination of factor settings that predicts a result inside the response
specifications and as close as possible to the targets for all responses. When searching
for a solution with many criteria, the result will be a compromise between those
criteria. This compromise is expressed as the overall desirability function, f{ds), a sum
of all dk. This compromise is also expressed as a normalized distance to target (D) for
all responses.
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The success of the desirability function depends on the optimizer specification (Min,
Target, Max) and the selected Desirability objective (Limit/Target/Custom/etc.). It
must be possible to reach the optimizer objective for the current data in order for the
desirability function to succeed.

The search for a robust setpoint, Find robust setpoint, is based on Monte Carlo
simulations and is available if a setpoint can be found that predicts all responses within
their limits.

Optimizer objectives
The optimizer can be set up for different objectives:

1. Limit optimization — where the objective is to reach a solution in which the
response is within the specification limits (Min and Max limits). This is the
default approach in MODDE.

2. Target optimization — where the objective is to reach a solution in which the
response is as close to target as possible. For the target optimization to work
properly, it is necessary that the response can be optimized close to or on
target; otherwise the search may end up with an unacceptable solution.

3. Custom optimization — user defined customization of the Target
optimization.

4.  Focus optimization — where the objective is to favor one or several responses
over the others; accomplished by manipulating the individual weights.

5. Robust setpoint — where the most robust setpoint is found. Depends on the
existence of a solution based on objectives 1-4.

All of the above optimization types are described in the Optimizer appendix, while the
Robust setpoint is described in the Find robust setpoint subsection later in this chapter.

To control the optimization, the overall desirability function, f(ds), plays a key role, as
well as reasonable limits and targets for the responses. The optimizer will strive to
reach the lowest possible value of the overall desirability function, f(ds), and will strive
to reach the lowest possible value. The shape of the function is controlled by the
settings of the criteria (Min, Target, Max) for each response and the choice of the dx
functions.

With weight 1, the lowest possible value of the individual desirability functions, dx, is -
100. Note that in the plots, the individual desirability function, dy, is translated to [-1,
0], so that a weight of 1 has a lowest possible value in the plot of -1, and so on. The
goal is to reach a minimum in the overall desirability function, f(ds).

Optimizer window

To open the Optimizer window, on either the Predict tab or the Home tab, click
Optimizer.

MODDE then opens the Optimizer window and tab for the optimization analysis.

The start specifications are from the initial factor and response definitions. If no
response specification for Min, Target, and/or Max exists the default criteria is
‘Predict’.
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Reaching an optimal result is in many cases an iterative process. If the response
specifications are impossible to reach the criteria will probably have to be reevaluated.
With the help of some raw data analysis and some initial model analysis, you can get a
reasonable understanding of the possibilities.

The Optimizer window is made up of three tabs,
e Objective,
e  Setpoint, and
e  Alternative setpoints.

Optimizer options

Right-click the optimizer window to access some options for the Optimizer.

Run optimizer

Reset response settings

Reset factor settings

Copy Chrl+C
Copy to prediction spreadsheet
Paste Ctri+v
Create list

Simplex evaluation

Response simplex evaluation

Bd B HDEE I

Add to report Ctrl+=R
Print Ctrl+P
Properties Alt+Enter

Reset response settings will reset the settings to the current Min, Target and Max of
the response definition.

Reset factor setting will reset the factor settings to the low and high values in the
factor definition. For CCC and CCO designs, the star point values are used as low and
high.

Copy to prediction spreadsheet will add the list of factor settings from the
Alternative setpoint spreadsheet to the Prediction Spreadsheet.

Create list opens the Optimizer list summarizing the results.

Simplex evaluation displays the Log(D) plotted vs. iterations for all runs in the
alternative setpoint list.

Response simplex evaluation focuses on one response and displays the Log(D)
plotted vs. iterations for all runs in the alternative setpoint list.

Add to report will add the current optimizer setup and selected setpoint to MODDE's
Report.

Properties opens the Optimizer Properties dialog box.
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Objective tab

The first tab of the Optimizer window is the Objective tab. The top half of the tab is
occupied by a response spreadsheet while the bottom half has a factor spreadsheet.
Change the weights, targets, min, max, etc as desired then click Run optimizer.

If you for instance want to minimize a response, but only have the Max-value,
MODDE will suggest a Target-value for you, slightly smaller than the calculated
predicted minimum value, to make the Optimization run smoothly.

A Optimizer _ox
Objective I | Objective | Setpoint | Alternative setpoints
Response  Criterion Min Target Max Pred.min  Pred. max Graph
To get started: 1| Fuel Minimize |+ 214.087 250 214.785  262.105 |
1. Check response 2 NOx Minimize | = 10.8065 25 11.2755  32.4767 | |
@ 3 Soot Minimize |+ 0.0182831 1 0.0650316  3.92071 | |
& Qearingy Factor Role Value  Lowlimit | Highlimit | Precision Graph
1 Air Free - 240 284 4| |
3. Click 'Run optimizer’ | 2 IEGR% Free = 3 12 0.4 | |
3 Needlelift  Free - -5.78 0 0.4 | |
> Run optimizer
Optimizer settings

Response spreadsheet

In the response spreadsheet all the responses used in your model are available. Before
starting the optimization you must select the criteria, weights and limits for your
responses.

If you have specified Min, Target, and/or Max in the response definition, these
specifications are copied to the Optimizer response section. If no Min, Target, or
Max settings are defined in the response definition, the response will be by default
Predicted.

Note: You can fetch updated limits from the response definition by right-clicking and
clicking Reset response settings.

Objective | Setpoint | Alternative setpoints

Response Criterion Min Target Max Pred. min Pred. max Graph
1 Fuel Minimize | » 214.097 250 214.785  262.105 |
7 NOx Minimize ¥ 10.8065 25| 11.2755  32.4767 | |
3 Soot 0.0182831 1| 0.0650316 3.82071 | |

Maximize
Target

Predicted
Excluded

Criteria and limits

You can choose:

e Minimize the response. Type the highest value you can accept under Max
and your target value under Target.

e  Maximize the response. Type the smallest value you can accept under Min
and your target value under Target.

e Target the response. Type the smallest, largest, resp. desired value under
Min, Max, resp. Target.

e  Predicted response. The response will not participate in the optimization but
the prediction will be displayed.
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e  Excluded response. The response will not be a part of the optimization nor
displayed in the run list.

When you have not entered Min, Target, or Max values and you choose to Minimize
or Maximize, MODDE makes an educated guess of your limits, that you should
modify to suit your desires. It is imperative that the limits are well chosen and reflect
the data at hand.

When the difference between the minimum/maximum and target values is too small
the optimizer will not run. When this happens you should increase the range.

Pred. min and Pred. max columns show what MODDE can find as the highest and
lowest predicted value for the specific response using the final model. This is a help
function to compare what is possible to reach in the investigated region compared with
the desire for the specific response. If the goal for the response is outside the Pred.
min and Pred. max the optimization will not work.

The column Graph presents the possibilities and the desire for each response. The
white area is the union of possible range and specification. Gray is out of predicted
range and pink is possible but outside specification. The red line is the min/max
specification and the blue line is the target.

The Weight and Desirability columns are hidden by default and can be shown by
changing the Optimizer settings.

For information about the Desirability column. See the Optimizer desirability section
below.

Optimizer desirability

The optimizer can be set up for different objectives using the Desirability column in
the responses spreadsheet in the Optimizer window:

The optimizer can be set up for different objectives:

1. Limit optimization — where the objective is to reach a solution in which the
response is within the specification limits (Min and Max limits). This is the
default approach in MODDE.

2. Target optimization — where the objective is to reach a solution in which the
response is as close to target as possible. For the target optimization to work
properly, it is necessary that the response can be optimized close to or on
target; otherwise the search may end up with an unacceptable solution.

3. Custom optimization — user defined customization of the Target
optimization.

Note: The Desirability column is hidden by default. To show the Desirability column,
change the Optimizer settings.
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The optimizer will use a function that is called Desirability; this function can be set for
different objectives or changed by the user by selecting Custom in the Desirability
column in the Objective tab of the Optimizer window.

Custom Desirability
Desirability for Fuel
0.2 = =
= & 3
0 =
0.2
04
06
i
0.8 !
1
1 — 5
1
1
1.2 : T : : ' : . . .
210 220 230 240 250 260 270

Weight: | 1
(®) Exponential

Reset Cancel

The exponential function corresponds to Limit optimization and is optimal for a
compromise when all responses shall be within the specification limit. The quadratic
function corresponds to the Target optimization meaning that all responses are
expected to reach target or close to target with the optimal recipe.

The blue desirability setpoints can be moved by the user for tuning of the desirability

function.
Custom Desirability
Desirability for Fuel
0.2 T K7
= i =
0 : g E
-0.24
041
-0
-0.54
14
1
1
1.2 T t T T T
210 220 230 240 250 260 270
Fue
Maximize formula: 10.56 +0.08%X +0.35%K"2 Weight: | 1

Minimize formula:  -5.87 +6.07%X +0.80%X "2

Reset

For more information about the optimizer objectives see the Optimizer section in the
Statistical appendix.
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Factor spreadsheet

In the factor spreadsheet all factors are available with their current roles and their
ranges according to the factor definition.

Role of the factor

The Role is set to define whether the factor can vary or not during the optimization. If
the factor can vary within an interval, you should set the role Free, if the factor should
not vary you should set the role Constant. By default, all factors included in the model
are Free.

When a factor is Free it is varied during the optimization within its specified range as
defined by Low limit and High limit. By default, these low and high limits are taken
from the factor specification when the design is generated. If there is a CCx design, the
limits are the defined star points. You can change the range to widen or narrow the
search region.

When a factor is Constant, it will be held at the selected constant value during the
optimization. The default constant value is the center point. Change this value by
typing another under Value.

The Precision is the disturbance added to the factor settings proposed by the optimizer
in the run list. 0.15 means +/-0.15 as 95% confidence interval. It is used to calculate
the probability of getting a prediction outside the response specifications taking the
given precision into account. The result is shown in the run list as Probability of
failure, that is, probability that points will fall outside the accepted response area.

If no precision is given at the initial factor specification for the design setup a default
precision of + 5% of the factor range will be added for the sensitivity analysis.

The column Graph presents the factor range used in the optimization. By default it
will be the factor range used in the design framed by the red vertical lines and the
colored bar is the used range relative the design specification.

Factor Role Value Low limit High limit Precision Graph
1 Air Free - 240 284 1 | |
2 EGR% Tz v 6 12 0.4 | |
3 Needlelift -5.78 0 0.4 | |

Constant

CCC constraints

With CCC and CCO designs the optimizer search area is the CCC/CCO spherical
space. The star point settings are used as optimizer low and high limits and the CCC
constraints define the spherical space cutting off the corners (left graph).

CCC constraints not used

If the defined optimizer low and high limits are not exactly the star point settings, or
there are transformed factors in the design, the CCC constraints are not used and the
optimizer search area becomes a hypercube. The hypercube is then defined by the
optimizer low and high limits. This means that the corners of the search area will be
outside the investigated region (right graph). In this case, it is preferable to enter the
factor definition low and high settings in the optimizer objective.

To reset to default optimizer low and high limits (star distances at design creation), on
the Objective tab of the Optimizer, right-click and click Reset factor settings.
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Graphs below: The left graph illustrates the optimizer search area when the CCC
constraints are used. The graph to the right illustrates the optimizer search area when
the CCC constraints are not used due to that one of optimizer low/high settings was
rounded.

M

=
) & ?
P S— o
—~
Setpoint tab

The Setpoint tab in the Optimizer shows the settings of the selected setpoint. You can
change the selected setpoint by clicking a different point in the alternative setpoints
list, either on the Alternative setpoints tab or in the list to the left of the response and
factor spreadsheets on the Setpoint tab.

A Optimizer -0 %
Setpoint | Objective Setpoint (#13) | Alternative setpoints
Response _  Criterion Value Graph log(D)  Prob. of failure Cpk

Selected setpoint: #13 1 |[Fuel_ ] Minimize 234.513 | . -0.490064 0% 1.59442
O The run with lowest 2 NOx Minimize 17.2029 | | N | -0.614429 0% 2.84569
log(D) is selected. 3 Soot Minimize 0.486195 | m | -0.172591 1.7% | 0.891786
Alternative setpoints:

#| log(D} |Prob.of.. A

9 -0.383 3%

10 -0.258 10% Factor Role Value Graph Factor contribution

1 0384 2% 1 Air Free 240.002 | 38.2935

12 0258 13% 2 EGR% Free 8.77252 | = | 36.5484

= oE B 3 Free -2.2801 | m | 25.1581

14 -0.258 1% v
Select best run -
Find robust setpoint
Optimizer settings

In the Setpoint pane, the alternative setpoints are displayed and by default the run with
the lowest log(D) is selected. The D in Log(D) is a normalized distance to the target.

In Select best run you can make the automatic selection on the lowest probability of
failure instead. Note that if alternative solutions with log(D) close to the best are found,
another run than the marked one may be optimal when looking at practical aspects for
the factor settings or probability of failure.

Minimum for Log(D) = -10 (on target). A Log(D) < 0 means that all results are within
specification limits or very close.

Probability of failure gives additional information about how robust the proposed run
will be to disturbances in the factor settings.
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Response prediction with selected setpoint

The result of the optimization is presented with the predicted result from the selected
run, the Value column. The Graph presentation is the same as in the Objective tab
complemented with black dots presenting the predicted result. Additional information
such as log(D), Probability of failure and Cpk (capability estimate) is calculated for
all responses. More information is available in the Statistical appendix.

Factor setpoint

The setpoint for the factors is presented with the selected settings in numerical (Value)
and graphical presentation (Graph). The Graph presentation is the same as in
Objective complemented with black dots presenting the factor values selected for
prediction. Factor contribution is a normalized ranking of the factor influence around
the selected setpoint with range 0-100. Moving the factors +/- 5% of the factor range
around the setpoint will give a relative influence on all results. The factor with the
largest contribution has the biggest impact in moving the predictions. For additional
information see the Statistical appendix.

Find robust setpoint

After running the Optimizer you can search for the robust setpoint by clicking Find
robust setpoint, positioned under Select best run.

Optimizer settings

At the bottom of the Setpoint pane, the Optimizer Properties dialog box can be opened
by clicking Optimizer settings.

Alternative setpoints tab
The Alternative setpoints tab in the Optimizer shows all calculated setpoints.

The optimization search procedure starts from various points in the investigated design
region. The setup for the start is a design itself. From those settings a simplex
algorithm will search for a solution that gives the lowest log(D) over all responses.
Starting the search procedure at several positions minimizes the probability to get
trapped in a non optimal solution; note the variation in the resulting log(D).

¥ | Objective | Seepeant (913)  Alternateie seepeants

[ Rie | EGR%  MeedieBit
T 4 8.

logll) Prob. of fadure  Cpe (Fuel)  Cpk (N
1.5 1 955 2.89%
1%
n
10
il
134
1.7%
1%
1.9

10
1
12

Minimum for Log(D) = -10 (on target). A Log(D) < =0 means that all results are
within specification limits or very close.

Probability of failure gives additional information about how robust the proposed run
will be to disturbances in the factor settings. In the example above, alternatives to the
lowest log(D) give more robust solutions.

221



MODDE 12

After convergence, you can always click Run optimizer (play) to restart the optimizer.
It restarts from the displayed resulting runs of the previous search. If you do not want
to continue with the resulting runs click New start points or New from selected
(dialog box below displayed) to specify other start runs.

Generate New Start Points
Center around optimizer run: 13 =
Factor range: 20 o

(in percent of the range in the optimizer factor setup)

Mew optimizer start points will be generated around selected
optimizer run.

Cancel Help

In the dialog box displayed, the run you marked is the default run to optimize around.
To switch to another run, enter another run in the Center around optimizer run box.

Enter the percent of the factor range in the Factor range box. The percentage entered
here is used to calculate the new high and low limits for the start runs.
Optimizer Properties

In the Optimizer window, click Optimizer settings to open the Optimizer Properties
dialog box.

Optimizer Properties

Settings | Mumber format | Columns
Optimization
[[Use absolute respanse limits
Only display predictions for runs where all responses are within limits,
[[]indude weight in calculation of Log(D)

Senaitivity analysis

Calculate probability of failure at setpoint using Monte Carlo simulations
induding:

Factor predision
Model errar

Simulations: | 10000

Weight factor contributions against distance to response limit
Factor contribution range (%): 5

Settings tab

Feature Description Default

When selected, only the runs where all
responses are predicted inside the specified Not selected.
limits are displayed in the list.

Use absolute
response limits

Include weight When selected, the weight specified in the
in calculation of response spreadsheet is included when Selected.
Log(D) calculating Log(D).
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Feature

Description

Default

Factor precision

When selected, the DPMO is calculated for runs
where all responses are predicted inside the
specified limits. The Precision value for the
factors specifies the range used in the DPMO
calculations.

This is a sensitivity analysis that indicates if a
solution is sensitive or insensitive to small
changes in the factor settings.

Selected.

Model error

When selected, the probability of failure analysis
includes the model error.

Selected.

Simulations

The number of simulations in the calculation of
the Probability of failure. The result is scaled up
to the unit 'dots per million operations' when
using DPMO.

1%

Weight factor
contribution

Will give a higher contribution weight to a factor
that has a setpoint value which predicts a

response close to a defined limit by dividing the
factor contribution with the distance to the limit.

Not selected.

Factor
contribution
range

The part of the factor range used as variation
around the setpoint to calculate factor
contribution.

5%

Note: If the Factor precision and Model error check boxes are both cleared, no
simulations are done. The results then lack probability estimation.

Optimizer Properties, Columns tab

Optimizer Properties =
Settings | Number format | Columns
Select which optimizer columns should be shown
-I Objective
Show Weight No v
Show Desirability Ne v
- Setpoint
Show Prob. of failure Yes v
Show Cpk Yes v
Show Cp No v
Show k' Mo v
- Alternative setpoints
Show Prob. of failure Yes v
Show Cpk Yes v
Show Cp Ne v
Show k' Ne v
OK Cancel Apply Help

Presents additional columns in the Objective response settings section for the different
pages in the Optimizer.
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Objective page

In the Weight column you can enter a number between 0.1 and 1 reflecting the
importance of the response. Default is 1 indicating that all responses are of equal
importance. Individual weights for the responses results in an optimization where the
responses with higher weights are favored in the quest for all responses to reach inside
the limits.

Note: For the weight change to have the expected result, the selected desirability needs
to be Target.

To control the optimization, the overall desirability function, f(ds), plays a key role, as
well as reasonable limits and targets for the responses. The optimizer will strive to
reach the lowest possible value of the overall desirability function, f(ds), and will strive
to reach the lowest possible value. The shape of the function is controlled by the
settings of the criteria (Min, Target, Max) for each response and the choice of the dx
functions.

With weight 1, the lowest possible value of the individual desirability functions, dx, is -
100. Note that in the plots, the individual desirability function, dy, is translated to [-1,
0], so that a weight of 1 has a lowest possible value in the plot of -1, and so on. The
goal is to reach a minimum in the overall desirability function, f(ds).

For information about the Desirability column, see the Optimizer desirability section
earlier in this chapter.

Setpoint page

The Probability of failure, Cpk, Cp and k' columns that can be selected for the page all
display calculated values that you may want to display.

Alternative setpoints page

The Probability of failure, Cpk, Cp and k' columns that can be selected for the page all
display calculated values that you may want to display.
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Optimizer list

The Optimizer list shows the setup used by the optimizer and the final results including
robust setpoint and hypercube information when available.

Optimizer List -8 x
1 2 3 4 5 6 7 8 9 10
i ST —
2 Factor Role Value Low limit High limit Precision Unit
3 Air Free 240 284 4 kgth
4 |EGR% Free [ 12 04 %
5 Needlelift Free -5.78 0 04  BTDC
6
7 Response Criterion  Weight Min Target Max Pred. min _ Pred. max Unit  Desirability
2 Fuel Minimize 1 214,097 250 214.785 262105 mg/st Limit
9 NOx Minimize 1 10.8065 25 11.2755 324767 mafs Limit
10 |Soot Minimize 1 0.0182831 1 00650316 392071 mass Limit
1
12 Selected setpoint
13 Factor Role Value Unit Factor contribution
14 [Air Free 245.867 kg/h 35,2164
15 EGR% Free 8 % 33.4595
16 | Needlelift Free -4.624 BTDC 26.3241
17
12 Response Criterion Value Unit log(D}) Prob. of failure  Cpk [y K
19 |Fuel Minimize 233518 mg/st -0.209828 0.05% 1.1685
20 NOx Minimize 20.2253 mg/s -0356181 0% 1.84035
21 Soot Minimize 0.32408 mg/s -0.287226 0.12% 181719
2
23 Robust setpoint (R)
24 Factor Role Value  Robustlowedge Robust high edge Unit Factor contri Robust resol Hypercube k Hypercube h
25 Kir Free 245.867 240367 251367 kg/h 35.2164 2<>2 40 288
2% EGR% Free 8 7.5 875 % 38.4595 2:52 7.2 8.4
27 Needlelift Free -a624 -5.3465 -3.54025 BTDC 26.3241 2<->3 500933 423867
28
29 Response Criterion Value Unit log(D} Prob. of failure  Cpk cp 3
30 |Fuel Minimize 239.518 mg/st -0313415 11685 0.706392
31 NOx Minimize 20.2253 my/s 0313415 1.04035 0.664071
32 |Soot Minimize 0.32408 mg/s 0313415 181719 0.332081
EE|
34 Design space summary
35 Resolution lterations DS count _ Relative volume %
36 16 50000 231 5.63965

To open the Optimizer list, with the Optimizer as the active window, on the Tools tab,
click List.

Note: The Design space summary details are not saved with the investigation. This
means that if you close and reopen the investigation, the Design space summary
section will be empty.

Optimizer tab

After clicking Optimizer on the Predict tab or the Home tab, the Optimizer
contextual tab becomes available.

Optimizer

A =R | g B o
B3] sweet spot *

Optimizer Dynamic . Design space | Setpoint  BZ] Individual response analysis

profile P& Design space - explorer analysis

zer interpretation [F] Set

anal [F}

The Optimizer tab contains functions that are related to the Optimizer. These functions,
described in this section, are,

e  Optimizer - to reactivate the Optimizer window,
e  Dynamic profile,
e  Contour,

e  Sweet spot,
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e Design space,

e Design space explorer - Opens the Design Space Explorer dialog box if
Find robust setpoint has not been run, otherwise the plot,

e  Setpoint analysis,
e  Design space in the Setpoint group, and

e Individual response analysis in the Setpoint group.

The Optimizer List is opened by clicking List on the Tools tab.

Note: The Optimizer tab is available only after the optimizer has been run.

Dynamic profile

To access the Dynamic profile window, on the Optimizer contextual tab, click
Dynamic profile. It will show the effect of the factor over the investigated range given
that all the other factors are at a specific setpoint. The default for this setpoint is the
one calculated by the optimizer.

E] Dynamic Profile -0 X
Dynamic Profile - Engine Optimizer (MLR) —Response éu
Optimizer Setpoint (R¥) weeboconfint @
wsss U, confl int. E'
@ Setpoint

Soct [mg/s]

LI LA L B rmrrrrrrrrrrrr T rrr T
240 245 250 255 260 265 270 275 280 6 65 7 758 85 9 95101031111.312
Ar [kg/h] EGR% [%]
Interval=0.95 Prediction

The Properties section of the window to the right allows for graphically and
numerically changing the settings of the factors. The effect curve of one factors vs one
response depends on the settings on the other factors. Sliding to different factor
settings will give a graphical view of the alternative solutions and update the optimizer
window.

Creating contour plots from the optimizer
After convergence of the optimizer you can create contour plots using the results.

On the Optimizer contextual tab, click Contour and click one of the plots in the
gallery. The displayed plot is centered around the selected setpoint.
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In the created plot the predicted parts that are outside the original factor settings are
displayed shaded when the plot is extrapolated.

The selected run is displayed in the plot as arrows originating from the axes pointing
toward the position of the selected run.

Contour plot wizard from the optimizer

After convergence of the optimizer you can create contour plots using the results. On
the Optimizer contextual tab, click Contour to open the Factor Setup dialog box.

Factor Setup

Select which default factors settings to use:
() Factor definitions

ptimizer factor setup
(®) Center around the setpoint found by the optimizer

-

Select optimizer run: 3

-

Cancel

Select factor settings
In the Factor Setup dialog:

e  Center around the setpoint found by the optimizer is by default marked,
and the run to use in the center is the one you marked. If you want to select
another run enter the new run number.

e  Selecting Factor definitions results in displaying same factor settings as
when you enter the contour plot/sweet spot/design space wizard from the
Predict tab

e  Selecting Optimizer factor setup results in displaying the current factor
settings in the Optimizer.

Center around the setpoint found by the optimizer

With Center around the setpoint ... selected, clicking OK opens the plot wizard
dialog box.

If you create a 2D plot the first two factors are varied around their setpoint settings
(20% range) and the other factors are set constant to their setpoint values.

If you create a 4D plot the first two factors are varied around their setpoint settings
(20% range), the 3 and 4™ are set at their low, high, and center values using the 20%
setpoint range, and other factors are set constant to their setpoint values.

The resulting plot displays the area outside the design factor range shaded.

The selected run is displayed in the plot as arrows originating from the axes pointing
toward the position of the selected run.

This option is unavailable for mixture (formulation) factors.

Creating a sweet spot plot from the optimizer

When you choose to create the sweet spot plot from the optimizer, MODDE uses the
acceptance range of the responses as specified in the optimizer response spreadsheet
fields Min, Target, and Max.
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To create the sweet spot plot click Sweet spot on the Optimizer contextual tab, and
click one of the plots in the gallery. The displayed plot is centered around the selected
setpoint.

In the created plot the predicted parts that are outside the original factor settings are
displayed shaded when the plot is extrapolated. The selected run is displayed in the

plot as arrows originating from the axes pointing toward the position of the selected
run.

Sweet spot plot wizard from the optimizer

When you choose to create the sweet spot plot from the optimizer, MODDE uses the
acceptance range of the responses as specified in the optimizer response spreadsheet
fields Min, Target, and Max.

Factor Setup

Select which default factors settings to use:
() Factor definitions
() Optimizer factor setup
(®) Center around the setpoint found by the optimizer

Select optimizer run: 3 =

Cancel

Select factor settings
In the Factor Setup dialog:

e  Center around the setpoint found by the optimizer is by default marked,
and the run to use in the center is the one you marked. If you want to select
another run enter the new run number.

e Selecting Factor definitions results in displaying same factor settings as
when you enter the contour plot/sweet spot/design space wizard from the
Predict tab

e Seclecting Optimizer factor setup results in displaying the current factor
settings in the Optimizer.

Center around the setpoint found by the optimizer

With Center around the setpoint ... selected, clicking OK opens the plot wizard
dialog box.

If you create a 2D plot the first two factors are varied around their setpoint settings
(20% range) and the other factors are set constant to their setpoint values.

If you create a 4D plot the first two factors are varied around their setpoint settings
(20% range), the 3 and 4™ are set at their low, high, and center values using the 20%
setpoint range, and other factors are set constant to their setpoint values.

The resulting plot displays the area outside the design factor range shaded.

The selected run is displayed in the plot as arrows originating from the axes pointing
toward the position of the selected run.

This option is unavailable for mixture (formulation) factors.
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Creating a design space plot from the optimizer

After convergence of the optimizer you can create design space plots using the results.
The Design Space Plot is based on the result of Monte Carlo simulations done on the
models for the responses that are active in the optimizer. The important properties that
separate the Design Space Plot from a Sweet spot plot can be found in the Design
Space Plot Properties described later in this section.

On the Optimizer contextual tab, click Design space and click one of the plots in the
gallery. The displayed plot is centered around the selected setpoint.

In the created plot the predicted parts that are outside the original factor settings are
displayed shaded when the plot is extrapolated.

The selected run is displayed in the plot as arrows originating from the axes pointing
toward the position of the selected run.

Design space wizard from the optimizer

When you choose to create the design space plot from the Optimizer contextual tab,
MODDE uses the acceptance range of the responses as specified in the optimizer
response spreadsheet fields Min, Target, and Max.

Factor Setup

Select which default factors settings to use;

(") Factor definitions

ptimizer factor setup

(®) Center around the setpoint found by the optimizer

-

Select optimizer run: 3

-

Cancel

Select factor settings
In the Factor Setup dialog:

e  Center around the setpoint found by the optimizer is by default marked,
and the run to use in the center is the one you marked. If you want to select
another run enter the new run number.

e  Selecting Factor definitions results in displaying same factor settings as
when you enter the contour plot/sweet spot/design space wizard from the
Predict tab

e  Selecting Optimizer factor setup results in displaying the current factor
settings in the Optimizer.

Center around the setpoint found by the optimizer

With Center around the setpoint ... selected, clicking OK opens the plot wizard
dialog box.

If you create a 2D plot the first two factors are varied around their setpoint settings
(20% range) and the other factors are set constant to their setpoint values.

If you create a 4D plot the first two factors are varied around their setpoint settings
(20% range), the 3 and 4™ are set at their low, high, and center values using the 20%
setpoint range, and other factors are set constant to their setpoint values.
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The resulting plot displays the area outside the design factor range shaded.

The selected run is displayed in the plot as arrows originating from the axes pointing
toward the position of the selected run.

This option is unavailable for mixture (formulation) factors.

Design space plot options

Click Plot options... on the first page in the wizard to open the plot options,
alternatively right-click the created plot and click Properties. The Design Space
Contour Options lets you specify,

e Resolution - A higher resolution means a more detailed plot, but it can also
slow down your computer.

e  Use color - This determines if the plot should be colored or merely display
the contour lines.

e  Show contour level labels - Select to display contour level labels.

e Acceptance limit - The acceptance criteria aimed for either in percentage or
in the DPMO space.

e  Simulations/point - The number of simulations per point; the higher the
more time consuming but also more accurate.

e Include model error - This determines if model error should be included in
the plot. Note that when this check box is cleared, the plot merely presents
the same information as the Sweet spot plot.

e Interval type, Confidence level and Tolerance proportion on the Interval
estimation tab. For more, see the Interval type and probability levels
subsection in chapter 4, File.

Design Space Contour Options =

Design space options | Interval estimation

Resolution: 16 v
Use color

Show contour level labels

Acceptance limit (%%): 1
Simulations/paints 10000

Indude medel error

Cancel Help
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Find robust setpoint

After running the Optimizer you can search for the robust setpoint. The robust
setpoint function will maximize the distance from the acceptance boundaries in the
Design Space. The procedure will be to first generate the design space with selected
factors and a given specification. It can be very time-consuming, depending on the
settings chosen. The resolution must be considered when you search for the robust
setpoint; it is very easy to get an overly large data set that takes a long time to
calculate. Note that the dialog box tells you how many points are going to be simulated
based on the number of factors selected and your resolution. The greater the resolution,
the tighter the grid of points that are calculated.

The number of points and calculations:

Number of points to be simulated = number of responses * (resolution”(number of
selected factors)).

Number of calculations = number of responses * (resolution”(number of selected
factors)) * Iterations.

Find Robust Setpoint =

Settings | Interval estimation

Select the factors indude when generating the Design Space.
Remaining factors are kept at the selected setpoint.

Available factors: Selected factors:
== Air
EGR%:
Meedlelift
=
Indude model error Resolution: 16 v
[include factor predsion Iterations: 50000
Acceptance limit (%) 1

Mumber of points that are going to be simulated: 12 288.
Itis not recommended to select more than five factors since the
calculations may take very long time.

To search for the robust setpoint;

1. In the Optimizer window, click Find robust setpoint or on the Optimizer
contextual tab, click Design space explorer. When you click Design space
explorer the plot automatically opens when the calculations are complete.

2. Select which factors to use, the resolution, iterations, Acceptance limit, and if
model error and factor precision should be included.

3. Optionally change Interval estimation settings on the Interval estimation
tab.

4. When you are happy with your settings and the number of points to be
simulated, click OK.
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Robust setpoint results

If a robust setpoint was found, the result is added to the optimizer Alternative
setpoints list as a run with the notation R. The factor settings are shown in the
Setpoint tab and the corresponding result is shown in the response spreadsheet. This
point is also displayed as a cross with arrows pointing to the robust setpoint, in the
Design Space Explorer plot automatically opened after completing the calculations.

MODDE

Robust setpoint found

A new setpoint has been added as a new run, This run is
called 'R in the Alternative setpoints list,

The robust setpoint is displayed as a cross in the Design
space explorer plot.

[[] Den't show this message again
Detailed information is presented in the Optimizer List.
\WWmemnmmmM‘mm‘ﬂu\

12 | Selected setpoint

13 Factor

14 Air

15 EGR%

16 Needlelift

18 Response
19 | Fuel
20 NOx
21 Seot

23 Robust setpoint (R)
24 Factor

26 EGR%

34 | Design space summary
35 Resolution

32

Role
Free
Free
Free

Criterion
Minimize
Minimize
Minimize

Role
Free
Free
Free

Criterion
Minimize
Minimize
Minimize

Iterations

50000

Value
245.677
7.93348

-4.66129

Value
230,454
20,3686

0315024

Value
245677
7.93548

-4.66129

Value
239454
20.3686

0.315024

DS count
1875

Unit
kg/h
%

BTDC

Unit
mg/st
mg/s
mg/s

Robust low edge
240177

6.907%8

574304

Unit
mg/st
magf's
mgi's

Relative volume %
5.72205

Factor contribution
352164
384395
263241

log(D)
-0.302063
-0.343069
-0.295832

Robust high edge
251177
8.87208
-3.21629

log(D)
0313155
-0.313155
-0.313155

Prob. of failure
0.06%

0%

0.12%

Unit
kgrh

BTDC

Prob. of failure

Cpk Cp
PRSI —

1.87974
1.94981

Factor contri Robust resol Hypercube k Hypercube

352164
38.4595
263241

Cpk
1.16714
1.87974
1.94981

fend
5¢>5
68

Cp

%

240
7.16129
-5.03419

¥
0.704912
0.673512
0.318876

248.51
832258
-4.10194

Robust low/high edge: The setting of the factor that reaches the low/high boundary of
the Design Space as a Manhattan distance (perpendicular distance in the factor space)
from the robust point to the Design Space limit.

Robust resolution distance: The calculations of the robust point are done with a
specific resolution. The resolution limits the position of the robust setpoint. If the

robust distance is less than 4 the recommendation is to increase the resolution for the
robust setpoint estimate. The Robust low edge and Robust high edge are calculated
from those resolution values and define the robust range.

Hypercube low edge and Hypercube high edge: The factor settings that define the
design space hypercube.

Relative volume: The relative volume in Design Space calculation is the
resolution”number of factors, in this case 323 =32 768. The part of this volume that
is considered as a DS count = 1875; the DS count corresponding to Relative volume =
5.72%.
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Design space explorer

The Design Space Explorer allows you to investigate the Design Space volume by
sliding the constant factors to alternative settings.

To display the Design Space Explorer plot the calculations, specified in the Find
Robust Setpoint dialog, have to be performed. This dialog opens when clicking
Design space explorer on the Optimizer tab or Find robust setpoint in the
Optimizer window Setpoint tab.

If a robust setpoint is found, that point is displayed in the Design Space Explorer plot
as arrows forming a cross pointing to it. The setting for the factors held constant is also
marked with an arrow along the slider in the Properties pane.

The dotted frame in the Design Space Explorer plot designates the largest possible
regular hypercube that can be inserted into the irregular design space volume. How
this regular hypercube extends into many dimensions is given by the green bars seen in
the Hypercube range part in the picture above. The green bars mark the mutual ranges
within which all factors can be changed at the same time and without further
restrictions.

Note: When sliding a constant factor, the arrows at the end of the lines disappear but
the lines are still displayed to show where the setpoint was. The arrows reappear when
all constants are at their respective setpoint again.

Hint: You can move the current setpoint by right-clicking the new position in the plot
and clicking Set as selected setpoint. This new point can then be evaluated using
Setpoint analysis. Note here that the original robust setpoint cannot be displayed after
selecting a new setpoint in the plot without full recalculation.

& Design Space Explorer -0 X
Design Space - Engine (MLR) % Properties *
Probability of failure (%) for Fuel, NOx and Soot - Optimizer Setpoint (R) = Axis
Axig X EGR% w
50 AisY Air ~
= Constants
Meedle -4.62
a
10
5
2
1
EGR%%
No distribution on factors. Interval=Prediction Acceptance Timit = 1%, 05 |More properties..,
Design space hypercube 4
Factor Setpoint| Role Hypercube low ...| Hypercube high ... Hypercube range
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To save the calculated results from search for the robust setpoint;
1. Create the Design Space Explorer plot.
2. On the Tools tab, in the Create group, click List and then save that list.

Displayed in the list are the coordinates for the factors and the overall probability of
failure for the included responses.

Setpoint analysis

Using setpoint analysis we can show how the factor settings can be varied around a
selected setpoint and still fulfill the response criteria that correspond to the factor
tolerance that can be used at the setpoint.

Limitations with a sweet spot or design space plot presentation are the number of
dimensions and the lack of probability estimate in the predicted surface (Sweet spot
plot only). Setpoint analysis uses the setpoint that was selected in the Optimizer (either
the optimal point or the robust point). From there it increases the variation for the
respective factors until it has reached the limit of predicted distribution for the
responses. These calculations have to consider both the definition limits for the
responses as well as the Acceptance limit.

The estimation is performed using Monte Carlo simulations on the factor settings.
MODDE performs a search to identify the largest possible tolerance range for each
factor that can be used and still meet all response requirements. The default limit is less
than 1% hits outside the limits for each response. The results are displayed in the
Setpoint Analysis window.

To open the Setpoint Analysis window,
1. On the Predict tab or Home tab, click Optimizer.
2. Run the Optimzer.
3. Then on the Optimizer contextual tab, click Setpoint analysis.

For more information about the Setpoint Analysis window, see Chapter 13, Setpoint.
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Introduction

Using setpoint analysis we can show how the factor settings can be varied around a
selected setpoint and still fulfill the response criteria that correspond to the factor
tolerance that can be used at the setpoint.

Limitations with a sweet spot or design space plot presentation are the number of
dimensions and the lack of probability estimate in the predicted surface (Sweet spot
plot only). Setpoint analysis uses the setpoint that was selected in the Optimizer (either
the optimal point or the robust point). From there it increases the variation for the
respective factors until it has reached the limit of predicted distribution for the
responses. These calculations have to consider both the definition limits for the
responses as well as the Acceptance limit.

The estimation is performed using Monte Carlo simulations on the factor settings.
MODDE performs a search to identify the largest possible tolerance range for each
factor that can be used and still meet all response requirements. The default limit is less
than 1% hits outside the limits for each response. The results are displayed in the
Setpoint Analysis window.

Setpoint analysis plots and lists

To open the Setpoint Analysis window,
1. On the Predict tab or Home tab, click Optimizer.
2. Run the Optimzer.
3. Then on the Optimizer contextual tab, click Setpoint analysis.

After opening the Setpoint analysis window, the following Setpoint analysis features
are available;

e  Factor distribution

e  Response distribution

e Individual response analysis
e Design space contour plot

e  Setpoint analysis list.
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Setpoint window

The Setpoint Validation and Setpoint Analysis windows function in the same way.
The windows consist of a factor and a response spreadsheet.

The Setpoint Analysis window appears when clicking Setpoint analysis on the
Optimizer contextual tab.

The Setpoint Validation window appears when clicking Setpoint validation on the
Predict tab. In the validation case, the preset conditions used are the factor average
and the full range as input for the prediction.

For factors, the yellow Setpoint lines and the blue distribution range can be changed by
using the mouse pointer to click and drag or by typing new values in the fields. The red
lines are the normalized design specification lines.

For responses, the yellow Target lines and the red Max/Min lines can be moved either
by typing a new value in the appropriate fields or by using the mouse pointer to click
and drag the lines to the desired levels.

E=  Setpoint Analysis - Optimizer Setpoint (R) -8B x
Factor Low| Setpoint|  High| Std.d..|Rele | Distri.. Estimated acceptable range

‘Air 334706 240 24504  2.7000 Free . Normal b [ r
EGR% 3143 857143 941143 0428571 Free  Mormal | ap ]
Needlelift -5.79329 -4.85429 -4,115... 0.428062 Free  Normal | R [
Response Min| Target)  Max| Criterion| Prob. of failure| Predicted response profile

iFuel 214097 230 Minimize 0.04% [k
NOx 10,8065 25 Minimize Iy
Soot 0.01828... 1 Minimize 1% m ry
Total Prob. of failure: 1.1% (limit: 1%). Samples: 50000, Interval=Prediction

Every change in settings is followed by a recalculation by default. This might be
disturbing when tuning several settings, so it is possible to turn off automatic
recalculation preventing the automatic update.

Preventing auto update

To prevent the Setpoint window from automatically updating on every change,
1. Right-click the Setpoint window.
2. Click Properties.
3. Clear the Automatic update check box.

With automatic updating turned off, you will need to click Click to resample under
Predicted response profile.

Adding more columns
You can add more columns to the Factor and Response spreadsheets in the Setpoint
window;

1. Right-click the header row in the Response/Factor spreadsheet.

2. Select and clear as desired.

3. To restore, click Restore default layout.
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Setpoint properties

Right-click the Setpoint validation or Setpoint analysis window to open the
Properties dialog box.

Properties =

Setpoint properties | Interval estimation

Parameters
Acceptable range simulations: 20000
Response profile simulations: 50000

Acceptance limit {3g):

Ise total probability of failure

Indude model error

Automatic update

Limits at (@) 95% (_)99% confidence for normal distribution.

Show

[ Possible Min/Max lines

Columns: right-click on column headers to show and hide

columns,

Color range

Factors:

Responses:

Begin b End b

|_Bean g End |~

Reset

Cancel Apply Help

Parameters section

13-Setpoint

In the Parameters section, the settings used in the setpoint analysis/validation are
displayed and can be adjusted.

Option Description Default
Acceptable range Number of simulations done in each step of the
. . 20 000
simulations search for the acceptable range for the factors.
Response profile Number of simulations for the final predictions of
. N . 50 000
simulations the response profile.
Predictions outside the specification limits. The
Acceptance limit first response that exceeds this limit will stop the 1%
expansion of the accepted factor range.
Stop criterion will be the total number of
Use total o ; L
Probability of predictions outside the limit for all responses. Not
failure When not selected the Acceptance limit is for selected.
each response.
Include model Includes model error in the predictions of the
e Selected.
error response distribution.
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Option Description Default
Any change in the settings results in a
recalculation of the Setpoint analysis/validation.
Automatic update Clear this check box to do the calculations when Selected.
all settings have been adjusted instead of after
each adjustment.
Defines the Low and High values in such a way
Limits at 95 or 99 that 95%, in the default case, of the Monte Carlo
% confidence for simulations are inside the limits. Selecting 99% o
. . . 95%
normal widens the included area by lowering the Low
distribution limit and increasing the High limit in the factor
spreadsheet.

Show and Color range sections

In the Show and Color range sections, to display limits and colors of the graphs can

be specified.

Option

Description

Default

Possible Min/Max

Display the possible minimum
and maximum for the factors, as

Not selected.

the distribution bars.

lines listed on the Objective page in
the Optimizer.
Color range Displays the range of colors of Blue for factors, green for

responses.

Note: You can select which columns to display for the Factor and Response
spreadsheets respectively by right-clicking the header row in the Setpoint window.

Factor spreadsheet

In the factor spreadsheet the following functionality is available for each factor;

Item

Description

Default

Low, Setpoint,
High.

The acceptable factor range

The largest range that
complies with the
response criteria,
estimated by MODDE.

One standard deviation of the

response specifications.
Locked: The range settings of
the factor are locked according
to the set range.

Std. dev. Calculated.

used factor range.

Free: The largest possible range

of variation for the specific factor

is used, with respect to the For Setpoint validation:
Role settings for other factors and by default 'Locked'.

For Setpoint analysis: by
default 'Free'.
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Item Description Default

The distribution to be used for

each factor range.

Uniform: All factor settings

within the specified range have

the same probability to appear.

Normal: The simulations are For quantitative factors,

P normally distributed within the by default 'Normal'.

Distribution )

factor range. For formulation factors, by

Triangular: The distribution has default 'Triangular'.

the shape of a triangle; a good
way to get a skewed distribution
for a factor.

Target: The factor is set to a
fixed value, the setpoint value.

Possible min

The left side of the T bar in the
Estimated acceptable range is
the estimated minimum factor
value for which the predictions
still fall inside the specifications
when all other factors are locked
at the setpoint.

Calculated, by default not
shown.

Possible max

The right side of the T bar in the
Estimated acceptable range is
the estimated maximum factor
value for which the predictions
still fall inside the specifications
when all other factors are locked
at the setpoint.

Calculated, by default not
shown.

Estimated
acceptable range

The yellow lines are the default factor settings of the selected
run in the optimizer.

The red lines are the Low and High factor settings of the
experimental region.

The blue region represents the 95%* part of random factor
variability with normal distribution where all predictions are
within the specifications.

Not default displayed: The black T bar represents the region of
acceptable variability valid for that factor when all other factors
are locked at the setpoint. Valid means that all predictions of
the responses are within the specifications. No model error is
considered in this search.

*95% is the default. In Setpoint Properties you can change it to 99%.

239




MODDE 12

Response spreadsheet

In the response spreadsheet the following functionality is available for each response:

Originates from the Six Sigma
statistics.

Item Description Default

Min, Target, The optimization range Min, Target, and Max as

Max specified in the Optimizer.

Minimize, Maximize,
Target, and Predicted as
specified in the optimizer.

Criterion What the algorithm is aiming for. The criterion Not met

signifies that the response
was excluded from the
calculations.

A Process Capability Index, Cpk,

which originates from the Six Sigma

statistics, is estimated in this Not displayed.

Cpk simulation. Cpk = 1 means that Estimated by MODDE
approximately 0.13%* of the when selected.
predictions will fall outside the
specifications.

The process potential index, Cp,
estimates what a process is “capable”
of producing if the target is centered :

cp between the specification limits under :ztti:ll:g:ybedMODDE
the “natural” tolerance 60. If Cp = 1, y
the process is said to be “capable”. when selected.
Originates from the Six Sigma
statistics.

The process deviation index, Kk,
estimates the amount of deviation of Not displayed.
k' the process mean from the target.

Estimated by MODDE
when selected.

Probability of
failure

Probability of failure is an estimate of
how many predictions will be outside
the specification in the setpoint
analysis/validation with the selected
distribution. Displayed in DPMO or
percent.

Estimated by MODDE.

The average of the predicted

Not displayed.

values.

Average response values. Calculated by MODDE

when selected.

L Not displayed.

The standard deviation of the

Std. dev. predicted response values. Calculated by MODDE

when selected.

. . Not displayed.

. Percentage of predicted points found )
0,

% outside outside the Min and Max limits. Estimated by MODDE

when selected.

. . Not displayed.

. Th f th

Median e median of the predicted response Calculated by MODDE

when selected.
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are found below this value.

Item Description Default
. Not displayed.
0,
1st quartile 25% of the predicted response values Calculated by MODDE

when selected.

3rd quartile

25% of the predicted response values
are found above this value.

Not displayed.

Calculated by MODDE
when selected.

Predicted
response
profile

The yellow line represents the Target value for the response as
specified in the Optimizer.
The red lines are the specification limits for each response as
specified in Optimizer.
The faded green region represents the predictions for a random

distribution of factor settings in the given ranges (low-setpoint-high).

* See the table in the Probability of failure and process capability indices subsection in
the Statistical appendix.

Factor distribution

Open the Predictive Factor Distribution Plot by clicking the histogram to the far
right on each row.

This histogram displays the distribution of the factor settings used for the simulation.
The specified Min and Max values are displayed as lines.

Hint: You can also display the Predictive Factor Distribution Plot by double-clicking
Estimated acceptable range.

[a] Predictive Factor Distribution Plot

Predictive factor distribution - Engine (MLR)
EGR3 [%]

Air [ka/h]

Meedlelift [BTDC]

e

i

+95%

2202 241.999 254,795 267.597 280.395

Count
b

W@
5 8 8 & 8
8 8 8 8 8

= w
[=I =T
a oo

5.92

@it
o

a1
o

7.83998

F

975997

1168

&

2 -484 -3.56 -2.261.00001
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Response distribution

To display the result of the Monte Carlo simulations as frequency histograms, on the
Setpoint analysis or Setpoint validation window, click the histogram Open
predicted response distribution plot to the far right.

Hint: You can also display the Predicted Response Distribution Plot by double-
clicking Predicted response profile.

[a=] Predicted Response Distribution Plot -0 X
Predicted response distribution - Engine (MLR)
Fuel [mg/st] NOx [ma/s] Soot~ [mg/s]
300 S s 3 300 5 i §i] 2500 §is 3
80001 & 5 8001 = 5 E
700 700 2000
6007 6007
£500] £500] £ 1200
3 3 3
w400 w400 ] 10004
300 300
200 2007 5004
100 100
o 0 o —————
21355 22315 232751 242352 251952 106122138154 17 156202215234 25 -0.0450450.841.21.51.82.12427 3327

Setpoint list

The Setpoint Analysis and Setpoint Validation Lists show the information displayed in
the Setpoint analysis or Setpoint validation window.

Setpesrt Ansh

] 1 4 3 ] 7 ] (] (] n 2
o Setpoint Migh  Oistritetion  Psulsie mis

AT MW MSM Nemal o2 u i ™

T3 BT SATAY Momal arna 104718 [} 12

87955 ASHE  ANSS Mol L9TTH L5 in []

| 11 Model emer inchuded in preserans
12 Humibes f sampdes

To open the Setpoint analysis/validation list, with the Setpoint analysis/validation as
the active window, on the Tools tab, click List.

Individual response analysis

To open the Individual Response Analysis window, on the Optimizer contextual tab,
click Individual response analysis.

The window shows the acceptable factor ranges for specific responses.

B2  Individual Response Analysis - Optimizer Setpoint (R) -0 X
Name Setpoint Fuel

e o |

[ |
Acceptable factor ranges for specific responses.
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Setpoint, design space

In the Setpoint analysis group on the Optimizer contextual tab, click Design space to
open the Design Space Plot wizard.

This plot can be investigated from two angles:

1. Visualization of the 2D design space from any selected setpoint - here the
Include distribution from setpoint analysis on axis factors check box
should be cleared while the Include distribution from setpoint analysis on
constant factors check box should be selected.

2. Analyze the size and shape of the design space at any given setpoint with a
specific factor tolerance - here both check boxes should be selected.

Click Finish to see the Design Space Plot showing the probability of failure (%) for
the shown factor combinations. Alternatively, Next to specify the settings for the
constant factors.

EE Design Space Plot -0 X
Design Space - Robustness HPLC (MLR) % éj
Probability of failure (%) for k2, Res1 and PlateN(2) z

1]

50

10

AcN [3g]
Including distribution on axis factors only; Interval=Prediction

25 252 254 256 258 26 262 264 266 268 ZTI
Acceptance limit=1% 5
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Introduction

MODDE has an automatic report generator. In the report, basic formatting
functionality is available for writing text. Plots, lists, and model results of MODDE can
be added to the report at any time. These items are added to the report as placeholders.
A placeholder stands in the place of contents which MODDE will provide, let it be a
plot, list or any text or number. The placeholders enable you to save the report as a
template and use it for different investigations.

¥ [l Engine® - Repont =

n Ko View a @

a e — M Fird E: ==
Harmal - - . == 1 %
E] . =+ L+ Selectall
Paste B U %-A-5 % T W N Picture Template  File Update Oy ort

Engine

Introduction and background

Factors

P e D o e I Y Y W ot o

NN ,

Opening the Report
To create a new report, on the File tab, click Info and then click Report. A dialog box
opens and you can select which template to open.

If you have saved a report with the investigation, MODDE automatically opens that
report.

Hint: You can also open the report by pressing Ctrl+R, adding the current window to
the saved/blank report.
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L] Select Template

L
Blank report  Default report

Template: | Default report

Cancel

When your investigation has not been fitted MODDE will ask to fit the investigation so
it can automatically fill all the placeholders.

Saving a report

To save a report created in this version of MODDE, save and close the investigation.
The report is automatically saved with the .mip.

To save a report created in MODDE 10 or earlier, see the Opening and saving an old
report subsection next.

To save the report as a separate file, on the File tab, click Save as, and then click Save
a copy.

Note that this separate file is NOT saved with the investigation, but only as a separate
copy of the report. However, if you then click Save in the report and also Save in the
MODDE window, the current report is also saved with the .mip.

The report can also be exported to PDF. For details, see the Home tab topic in Chapter
14, Report.

Opening and saving an old report
To open a report saved in MODDE 10 or earlier,

e On the File tab, click Info and then click Report. In the Select Templates
dialog, browse for the old report.

Or,

e Ifareport was already saved with the investigation, in the report generator
click Open on the File tab and browse for the old report.

To save the old report,

e  With the investigation it was opened for, on the File tab, click Save.
Or,

e  Separately to file, on the File tab, click Save as | Save a copy.

Note that this separate file is NOT saved with the investigation, but only as a
separate copy of the report. However, if you then click Save in the report and
also Save in the MODDE window, the current report is also saved with the
.mip.
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Report window

The Report window contains:

e  File tab, containing overall commands such as New and Open but also
Template commands.

e Home tab, containing all commonly used commands including clipboard,
formatting, alignment etc.

e View tab, containing placeholder commands, views and panes.

®  Quick Access Toolbar, by default containing Save, Undo, Redo and
Customize. Customize allows you to select how to display the ribbon and
which of the following commands to display: New, Open, Save, Save as,
Print, Print preview, Undo, Redo.

e  Main window, showing the report template.

File tab

On the File tab you find the general Windows commands and additional MODDE
specific commands; New, Open, Save, Save as, Templates, Print, Exit, and Recent
templates.

Mew Cirl+M Recent temp[ates

1 Default report =
Open  Ctrl+O 2 Blank report =

H Save
E-\{ Save as }

Templates ’

‘."ﬂfé Print b

Exit

General Windows commands

Click New to create a new report from the selected template.

Click Open to open a report or template saved in MHT or HTML format.
Click Save to save the report with the current investigation.

Click Print to Print the report, open the Page setup dialog, or Print preview to
preview the report.

Click Exit to close the report.
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Save as
Click File | Save as |
e  Save a copy to save the report as a separate file in MHT or HTML format.

Note that this separate file is NOT saved with the investigation, but only as a
separate copy of the report. However, if you then click Save in the report and
also Save in the MODDE window, the current report is also saved with the
.mip.

e Save as template to save the current template when you have
changed/created a template according to your wishes and want to save it to
use it as template when you generate a report.

You can save and copy custom templates by clicking Templates on the File tab.
Templates
Click Templates |

e  Copy templates to search for templates to copy to the templates folder
making them available in the Select templates dialog box when creating a
new report.

e  Templates folder to view the available custom templates, delete or copy.

Mew  Ctrl+MN Manage templates
. Copy templates
L Open  Ctrl+0 || | &| Copy templates to your templates folder.,
1
Save v Templates folder

Open the templates folder.

f{ Save as }

H Templates ’

‘__%,{ Print '

-
7| Exit

Note: The default templates Default report and Blank report cannot be modified nor
deleted.

Recent templates

Under Recent templates, the templates used to create a new report are listed.

Home

Introduction

On the Home tab you find the most commonly used commands, organized in groups:
Clipboard, Font, Paragraph, Insert, Editing, and Report.
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Home

. /
& Cut " — &4 Find
Heading 1 ~ | Arial -5 - — LV R s F7Y 3
2 Copy = L Esean . 4
Paste B I Uae ¥-A-3 % Picture Template File Update Open Export
. - report with~ to PDF
Clipboard Font m Insert Editing Report

In the Clipboard group you find the standard commands
e  Paste (Ctrl+V)
e  Paste | Paste unformatted (Ctrl+Shift+V)
e Cut (Ctrl+X)
e  Copy (Ctrl+C)
To clear the marked content, press the Del key.
Undo (Ctrl+Z) and Redo (Ctrl+Y) are available in the Quick Access Toolbar.

Font and Paragraph

For details about the Font and Paragraph groups, see the Formatting topic.

Insert

Use the Insert group to insert a Picture, Template, or File into the current report.

Picture

Click Picture to insert a picture in the report. You can also right-click the report and
then click Insert picture.

Template

Click Template to open a dialog box where you can select a custom template to insert
in the report. To be able to select the template it must be available in the templates
folder. Templates can be added manually or by using the File | Save as | Save as
template or File | Templates | Copy template commands.

File
Click File to insert a web page file (*.htm, *.html), text file (*.txt), or picture file
(*.jpg, *.png, *.gif, *.bmp).
Editing
In the Editing group you find the standard commands
e  Find (Ctrl+F)
e Select all (Ctrl+A)

Report

The Report group contains commands for updating all placeholders, viewing the
report in a browser, editing the report in the editor of your choice, and exporting the
report to PDF.
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Update report

Click Update report to update all placeholders to the default plots and lists of the
current investigation.

Note that any customization, not saved in the currently used plot template, will be lost
when clicking Update report. For instance, if you have enlarged/colored one point in
a scatter plot and added it to the report, clicking Update report will result in the
default plot, without that customization.

To keep the visualization of a plot, with customizations, remove the placeholder for
that particular plot by clicking it so that it becomes selected and on the View tab
clicking Update placeholder.

Open with

Click Open with to view or edit the current report. You can continue to work with
your report in the editor of your choice by selecting an editor. The applications listed
here are the installed applications that have registered that they can view or edit HTML
text with Windows.

Export to PDF

Click Export to PDF to export the current report to PDF using wk<html>topdyf,
http://wkhtmltopdf.org/.

Formatting

In the Font group the standard commands, such as text style, font, font size, bold,
italic, underline, strikeout, highlight color, and text color, are available. The two last
commands are:

e  Convert to hyperlink - Converts the current marking to a hyperlink after
selecting hyperlink type and url.

e  Styles - Opens the Styles and Formatting dialog for customization and
preview of the text styles in the report.

Heading 1 - | Arial |15 -
B 7 U e W-A - & 4
Font [P

In the Paragraph group, indenting, numbering, bullets, aligning and show formatting
are available.

View tab

On the View tab you can select to hide or show the following:
Document views

e Editing view - regular report with placeholders filled with content.
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e  Template view - report displaying placeholders.
Placeholders

e  Remove all placeholders - removes all placeholders in the report leaving
static plots, lists and details.

e  Update placeholder - updates the selected placeholder.
e Show placeholder - shows the selected placeholder.
e  Remove placeholder - removes the selected placeholder.

e  Placeholders - displays/hides the Placeholders window holding all
placeholders that can be added to the report.

e  Properties - displays/hides the properties of plots and images that can be
customized. The Properties window also displays the default settings for
plots.

view

. |:| ~ = Update placeholder ¥| Placeholders
7 A

[l Show placeholder ¥| Properties
Editing Termnplate Remove all -
view view placeholders (18] #< Remove placeholder
Document views Placeholders View

Placeholders window

Open the Placeholders window by selecting the Placeholders check box on the View

tab.
Placeholders 1 x
Investigation v
= Numbers
Murmn factors

MNum uncontrolled fact
Num responses
Num regular responses
Mum derived respense
Num experiments
Num excluded experirr
Mum included experim
Num center points
Num replicates

+ Text

+ Lists

+ Plots

+ Model Results

Num factors
Tetal number of factors.

Insert

The combo box lists different categories of placeholders.
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To insert a placeholder in the report, mark the placeholder and click Insert,
alternatively double-click the placeholder. The newly inserted placeholder is
automatically updated.

To show the underlying placeholders, on the View tab, click Template view.

Properties window

Open the Properties window by selecting the Properties check box on the View tab.

- Default settings
= Default plot size 600; 375
Width 600
Height 375
- Default plot format 20t emf; 30t png
2D plots emf v
3D plots png v

MNumber of sub-plots &

Default settings

This category cantains the report generator's
default settings. Plot sizes, etc are only updated
when the placeholders in the report are updated
('Update report’).

In the Properties window you can change the default plot size and to save a plot as
.png, .bmp, .jpg or .emf (.emf for 2D only).

Properties for placeholders are displayed when you click the placeholder. You can
change the properties of the current placeholder in the Placeholder settings section in
the properties window. The Default settings section displays and allows changing of
the default placeholder properties.

Note: For changes in Default settings to take effect the report has to be updated
(Update report), reverting all plots and lists to the default for the current investigation.
See also the Update report subsection earlier in this chapter.

Adding plots and lists to the report

To add a plot or list to the report;

1. Click the desired position in the report so that the pointer is where the plot or
list should be placed.

2. Right-click the plot or list in MODDE.
3. Click Add to report.

Hint: You can press Ctrl+R in MODDE to place the currently selected plot or list into
the current location in the report.
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Introduction

The statistical appendix gives a more detailed, mathematical and statistical look into
the calculations used in MODDE.

Fit methods

MODDE currently supports two regression methods for fitting a model to the data.
These are multiple linear regression (MLR) and partial least squares regression (PLS or
PLS regression). Both models predict one (or several) dependent variables, ¥ (n x m),
also called the responses, by a regression model from a set of independent variables, X
(nxp), also called the factors, such that

Y=XB+E,

where B is a pxm vector of regression coefficients and E is a matrix of residuals. The
prediction of the dependent variables is

Y=XB.

The column dimension, p, in the data matrix, X, denotes the number of terms in the
model, and includes the intercept.

Multiple linear regression (MLR)

Multiple linear regression (MLR) is extensively described in the literature, and this
section will only identify the numerical algorithm used to compute the regression
coefficients. For additional information on MLR, see e.g. Draper and Smith (1981).

The MLR model relates a set of dependent variables, ¥ (nxm), also called the
responses, by a linear regression model to a set of independent variables, X (n*p), also
called the factors, such that

Y=XB+E,

where B is a pxm vector of regression coefficients and E is a matrix of residuals. The
prediction of the dependent variables is

Y=XB.

In MLR, the regression can be posed as an optimization problem

1
maximiseggppxm 5 Y — XB||3.
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MLR thus minimizes the squared difference between the dependent variables, ¥, and
the linear prediction model, XB. MODDE uses the singular value decomposition
(SVD) to obtain the regression coefficients; see Golub and Van Loan (1983) for a
description of the SVD and its use to obtain the regression coefficients.

Note: In case of missing data in a row, the row is excluded for the relevant response
before the MLR model is fit.

References

Draper, Norman and Smith, Harry, Applied Regression Analysis, Second Edition,
Wiley, New York, 1981.

Golub, Gene H. and Van Loan, Charles F, Matrix Computations, The Johns Hopkins
University Press, Baltimore, 1983.

Partial least squares regression (PLS)

When the problem is poorly conditioned, the variables are correlated or p > n,
regularization is needed in order to stabilize the model and to avoid overfitting. PLS
regression is a latent variable method that offers regularization by representing the
dependent variables by a small set of linear combinations (the latent variables) of the
variables, and by that reducing the dimension of the space spanned by the independent
variables. PLS also offers improved interpretation of the regression model.

PLS regression is described extensively in the existing literature, which is why only a
brief description will be given here.

PLS1

In the case when m = I, PLS solves the same loss function as MLR, but with a
constraint on the regression coefficients. This problem is sometimes called PLS1. The
optimization problem is posed as

. 1
maximisegese, (x'x, x'y) 5 1V - XBli3,

where

Ka(X'X, X'y)
is a Krylov subspace generated by XX and X'y, and where 4 is the number of
components of the PLS regression model.

PLS regression is a non-linear regression method, because the dependent variable, y, is
included in the prediction model.

Note: When the models for the responses are different, PLS regression fits each
response separately.

PLS2

The case when m > 1 is sometimes called PLS2. The PLS regression model relates a
set of dependent variables, ¥ (n x m), also called the responses, by a regression model
to a set of independent variables, X (n x p), also called the factors, such that

Y=XB +E,

where B is a p xm vector of regression coefficients and E is a matrix of residuals. The
prediction of the dependent variables is

A

Y=XB.

254



Statistical appendix

The PLS regression algorithm creates new variables, #,, called X scores, as linear
combinations of the original variables, i.e., such that . = Xw,, where w, is a vector of
weights. These X scores are few, often just two or three, and orthogonal. The X scores
are then used to model the responses.

With more than one response, i.e., when m > I, the ¥ variables are similarly combined
to a few ¥ scores, uq, by using weights, cq, such that u.= ¥Yea.

The PLS regression model finds the score vectors by solving the optimization problem
maximize Cov(X,w,, ¥,cq),
subjectto  |lwgllz = lleqllz = 1,

fora=1,2, ..., 4, such that all Xyw, and Xpws for a # b are orthogonal. The

orthogonality is enforced by deflating the found variation from the X and ¥ matrices
after each component such that

Xav1=Xa - tap'a,
Yar1=Ya- taC'zz,
where pa= X'ata/ (t'ats) are called loadings and X7 =X.

The PLS2, the multi-Y problem is less well understood compared to the single-y
problem, but nevertheless performs impressively when p > n.

One PLS regression component, indexed by a, consists of one vector of X scores, #,
and one of ¥ scores, ua, together with the X and ¥ weights, w, and ca. The scores are
collected such that T={[#1, t2, ..., t4] and U = [u1, u2, ... ,u4], and the loadings P = [p1,
P2, ... ,p4]. The PLS regression model finally regresses U on T. The final PLS
regression model is stated as

X=TP'+E,
Y=TC'+F.
The regression coefficient vector is computed as
B=W(P'W)’C',
and predictions are made as
Y=XB

A geometric interpretation of the PLS regression method is that it projects the X and Y
matrices on lower-dimensional hyper planes, spanned by ws and ¢4, fora=1,2, ... , 4,
respectively, and that the coordinates in this subspace are T and U, that summarize X

and Y, respectively, and that the regression model relates 7' to U.

The matrices X and ¥ can be seen as n points in two Euclidean vector spaces (in R™*?
and R™*™), respectively (see the figure below) the X space with p coordinates, and the
Y space with m coordinates, p and m being the number of columns in X (terms in the
model) and in ¥ (responses).
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The number of components, 4, is determined by a cross-validation procedure, in which
the prediction error sum of squares (PRESS) is minimized. When A = rank(X), the
regression coefficients of PLS regression are equivalent to those of MLR, and hence
MLR could be considered as a special case of PLS regression. That is, if you with PLS
regression extract all components, the PLS regression model is equivalent to the MLR
model.

Cross-validation significance rules

In order to determine if a component is significant, MODDE considers the following
rules in order:

A component is considered non-significant by Rule 3 if:
A+ 1> min(np).
A component is considered significant by Rule 1 if
Q% > CViim
or otherwise significant by Rule 2 if

QE > Cvlim-

forany k=1, ..., m.

A component is considered non-significant by Rule 4, regardless of Rule 1 and Rule
2,if

R3 < 0.01
and
R}, < 0.03
forall £=1, ..., m, and if was not deemed non-significant by Rule 3.

If no rule at all has come in effect yet, the component is considered non-significant by
Rule 5.

The cross-validation limit for Q?, i.e., CViim, is defined as
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) min(rn, p)
o e, ———
CVIinl - 0.2 ifA = 2
0.05 otherwise

MODDE will try to compute at least two PLS regression components (if there exist
two), regardless of their significance according to these rules.
Singular models

A model is considered singular if the condition number of X is greater than 3000. Such
models may only be fit by PLS regression.

Model

You may edit the model and add or delete terms for individual factors. You may add
up to third order terms (i.e., cubic terms, and 3-factor interactions).

In order to regularize a design that is singular with respect to your model, MODDE
will fit a PLS regression model to the data. MLR will not be available in this situation.

Hierarchy

MODDE enforces a hierarchy of model terms, where simpler terms are higher in the
hierarchy. You cannot delete the constant term, it is at the top of the hierarchy. A linear
term can only be deleted if the second and third order terms involving the factor have
been removed first.

Scaling

Scaling the factor matrix, X

When the model is fit with multiple linear regression, the design matrix, X, is scaled
and centered by the method specified in the Factor Definition dialog box, in the
Advanced tab, by changing the value in the MLR scaling box. The default scaling for
MLR is Orthogonal scaling.

When the model is fit with PLS regression, the design matrix, X, is always scaled by
Unit variance scaling (see below).

If needed, the scaled design matrix, X, is extended with higher order terms, such as
squares, cubes and interaction terms, according to the selected model.

The available scaling choices are:
Orthogonal scaling, where
zj = (x5 - My/R;
in which z; denotes a scaled factor and x; denotes the original factor, A4 is the mid-
range of the factor and R; the range. M; and R; are computed as
M; = (m_lin[x,-f-) + max(x;;))/2

R; = (m?x(x”-) — m]_in(x,-j-))fZ

Mid-range scaling, where
zip = (xij - Mj)
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Unit variance scaling, where

where

B=Liyn k.
J N =i=14ij

and

2
0 = |~=Zn,(xy - %)

are the mean and standard deviation of the jth variable of X, where N is the number of
rows without missing data in the current column.

Note: Orthogonal and mid-range scaling are only available for use with MLR.

Scaling the response matrix, Y

The responses in the matrix ¥ are not scaled with MLR. With PLS regression, on the
other hand, they are by default scaled to unit variance. This may be changed by
changing the value in the PLS scaling box in the Response Definition dialog box to
something else.

Missing data

Missing data in the design matrix, X

Missing data in the design matrix, X, are not allowed, and will disable the fit. This
does, however, not apply to uncontrolled X variables. For an MLR model with missing
data in the design matrix, in an uncontrolled factor, the row with missing data is
excluded from the calculations.

PLS regression can handle missing data in uncontrolled factors.

Missing data in Y with multiple linear regression

For MLR models, each row with missing data in ¥ is excluded for that specific
response. Therefore, the number, N, displayed in plots and lists is the number of runs
(experiments) with no missing data at all.

Missing data in Y with PLS regression

When the model for all responses is the same and the model is fit with PLS regression,
missing data is handled differently compared to how it is handled in MLR models.

When all values in a row of ¥ are missing, that row is excluded from the analysis.
When there are only some values missing in a row of ¥, those rows are kept in the
model.

This leads to minor differences in the displayed number of runs, V, and degrees of
freedom, DF, at the bottom of plots and lists when MLR or PLS regression models are
used.

When different models are fit to different responses, missing data is handled the same
as it is with an MLR model, see above.
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Number of observations

The number of observations (experiments), , as used in ANOVA and for the
computation of the adjusted R?, is the actual number of non-missing observations for
each response column. This value of N and the degrees of freedom, DF = N - p, are
displayed at the bottom of ANOVA plots and lists, and on all residual plots (including
plots of observed vs. predicted Y).

Summary of fit

R2

The first bar in the Summary of fit plot is the R?, which is the fraction of the variation
of the response explained by the model, i.e.
RZ=1-— SS]'I.'S - }‘:1(}’5 i }A’E)Z
SStot i —3*

where SSres is the sum of squares of the residual, corrected for the mean and SSiot is
the total sum of squares of ¥ corrected for the mean.

Note that the R? overestimates the goodness of fit.

The R? value is always between 0 and 1. A value close to 1 indicates that the model fit
the data very closely.

R? Adjusted is the fraction of variation of the response explained by the model, but
adjusted for the degrees of freedom of the model, i.e.

s Ssrex/DFrr_-.-; == (1 = RZ) [ ol 1’

SS1ot/ DF o DFres

where DFiwot = n - 1 is the degrees of freedom of the population variance of the
dependent variable and DFres is the degrees of freedom of the estimate of the
population error variance.

Q2

The second bar in the Summary of fit plot is 0°. The Q7 estimates the predictive ability
of the model (also known as model predictive power), i.e., its ability to generalize to
new, unseen data. The Q7 is either computed in closed form as in generalized cross-
validation or computed in a cross validation-like procedure and is expressed in the
same units as R%. The Q7 is defined as

Qz =1 PRESS 1 PRESS
SStot LG - 9%
where PRESS is the prediction residual sum of squares, which differs for MLR and

PLS regression models, SStt is the total sum of squares of ¥ corrected for the mean
and

=1lwvn

y_” i=1 i

is the mean response. See the Measures of goodness-of-fit subsection later in this
chapter for more details about O°.
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The @ is less than or equal to 1, and a value greater than zero indicates that the model
is significant (it performs better than just predicting the mean value, Y, for each
response).

If the regression model is a PLS model, negative Q7 values are set to zero, for
computational purposes.

Model validity

The third bar in the Summary of fit plot is the Mode! Validity. When the model validity
column is larger than 0.25, the model has no lack-of-fit. This means that the model
error is not significantly larger than the pure error.

When the model validity is less than 0.25 there is a significant lack-of-fit and the
model error is significantly larger than the pure error (poor reproducibility).

The model validity is computed as
Validity = 1 + 0.57647 logio(piop),

where pio is the p-value for the lack-of-fit test and the value 0.57647 is selected such
that piyr> 0.05 gives Validity > 0.25.

Reproducibility

The fourth bar in the Summary of fit plot is the Reproducibility, which is the variation
of the response (often at the center points) under the same conditions as the total
variation of the response. It is computed as

Reproducibility = 1 - MSpe/MStor,
where MSp. is the mean square of the pure error and MSi: the total mean square of Y.

A reproducibility of 1 signifies perfect reproducibility.

Residual standard deviation (RSD)

If the model is a PLS regression model, and it is the same for all responses, the residual
standard deviation is computed by using the total number of observations
(experiments, runs), i.e., without excluding the rows with missing values. This is
displayed in the summary table and at the bottom of all plots and lists, including the
ANOVA.

For MLR and PLS regression with different models for the responses, the residual
standard deviation is instead computed by using the number of experiments without
missing values for each response.

This residual standard deviation is used in interval estimation, for coefficients and in
predictions.
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Analysis of variance, ANOVA

Analysis of variance (ANOVA) decomposes the total sum of squares of a selected
response (sum of squares corrected for the mean) into a part due to the regression
model and a part due to the residuals. /e., such that

SSit = SSreg + SSres.
With corresponding decomposition of the degrees of freedom as
DF = DF s + DF,,,.

If there are replicated experiments (observations, runs), the residual sum of squares can
be further decomposed in a part due for the pure error and one part due to the lack-of-
fit of the model, i.e. such that

Sy = SS,e + SSip

where the degrees of freedom is decomposed as

DF:'es . DF;JL’ + DF!O,I" = Z(rlk e 1) + (Il -pP- Z(nk o 1))-

k k

where nx is the number of replicates in the kth set of replicates. Note that rows with
missing values have been excluded.

Note: DFiof (degrees of freedom for lack of fit) is the same as RDF (real degrees of
freedom).

A goodness-of-fit test is performed by an F-test between the lack-of-fit and pure error
sum of squares. The test statistic is

- SSIt1r'fDFfaf
SSpe/DFye’
which has an F-distribution with the corresponding number of degrees of freedom.
Two ANOVA plots are displayed:

e  The regression goodness-of-fit test.
e The goodness-of-fit test of the lack-of-fit.
Identifying replicates

MODDE checks the rows of the worksheet for replicates. Rows in the worksheet are
considered replicates if they match all factor values plus or minus a small tolerance.

The default tolerance is 10 % of half the range of a factor, but it can be altered in the
MODDE options page, in the File | Options dialog box.
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Measures of goodness-of-fit

MODDE computes and displays the following statistics:

Q2

. . . 2
The regression models are validated by the Q? (sometimes also called ¢, R cv, or

2
Rpred in the literature). The Q? estimates the predictive ability of the model, i.e., its
ability to generalize to new, unseen data. The Q7 is defined as
5 PRESS
Q*=1-——
SStot

where
SS¢er = E:tﬂ(ya - 3_’)2

is the sum of squares of the training samples around the mean (proportional to the
variance of the response) and

y==2ra Vi

is the mean response.

When the regression model is an MLR model, the "PRESS" is computed as in
generalized cross-validation (see e.g., Golub et al. (1979)), i.e., by

n . 2
Yi— Vi
PRESSwir = ) (=== ) -
MRS ] (1 - x,-(x';r)—'x;)
i=
where the predictions y; are computed from a model of all samples.

When the model is a PLS regression model, the PRESS is computed in a cross-
validation procedure. The cross-validation procedure keeps a part of the data (e.g.,
1/Kth of the samples) out of the model and predicts the left-out samples from a model
of the kept samples (i.e., the rest of the (K - 1)/K samples). In this case the PRESS is
computed as

n
PRESSp.s = Z(.Ve T ?i_n’)z}
i=1

where {is the predicted left-out response values from the cross-validation procedure.
For PLS regression models, the Q7 is computed both for all responses and such that a

2
Qj is computed for each individual response, j = 1,2,...,m.

A computed Q7 value greater than zero indicates that the model is significant (it
performs better than just predicting the mean value for each response). A high 0, e.g.,
0> 0.5 indicates that the model has good predictive ability and will have only a small
prediction error on new samples. The Q7 is considered large if 0°> 0.7.

References

Golub, Gene H.; Heath, Michael and Wahba, Grace. Generalized Cross-Validation as a
Method for Choosing a Good Ridge Parameter. Technometrics, 21 (2), 1979.
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R2

The regression models are also validated by the R?, the coefficient of determination
(also sometimes called the multiple correlation coefficient). The R? denotes the fraction
of the response that is explained by the model and is defined as

SSrt‘s =1 — El_—.1(y(' . ?:‘)2

Ssmt E}I:1(3"i = :‘7)2’

where the predicted values, yi, are computed from a model of all samples.

The R? could be considered an upper bound on the estimate for how well the model
predicts outcomes of new experiments.

Adjusted R2
The adjusted R’ is the fraction of variance of the response explained by the model, but
adjusted for the degrees of freedom of the model, i.e.

SSrex;lDFrr_-.-; =i (1 = RZ) =il

Ry =1-
il SS{GE/DFI‘OK

FI'l'_‘ﬁ ’
where DFtwot = 7 - 1 is the degrees of freedom of the population variance of the
dependent variable and DFres is the degrees of freedom of the estimate of the

R

population error variance. Note that "'adj may be negative.

2
The value of Rad}'i R?< 1 only increases when new explanatory variables explain the
data more than what can be attributed to chance, unlike the R? which increases when
new explanatory variables are added to the model.

F-test

An F-test can be used to test the significance of a regression model. This tests the null
hypothesis

Ho:pir=p2=..=pp=0
against the alternative hypothesis

Hu:fpi# 0, for at least one j=1,...,p.

The F quotient is
S5
o DFI'L‘J.L . SS,—._.}_: * DF g
SSres SSres - DFI‘L‘H)
DF

res

Where SSig is the sum of squares of the regression, corrected for the mean, and SSyes is
the sum of squares of the residual, corrected for the mean. The DFyeg and DF s are the
corresponding degrees of freedom.

The null hypothesis is rejected if the computed value, F, is greater than the critical
value of the F distribution at some significance level, typically at 0.05.
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Degrees of freedom and saturated models
MODDE computes the real degrees of freedom of the residual, RDFes, as

RDFpg =N —p— Z(nk —1),
k

where nx is the number of replicates in the Ath set of replicates, N is the number of runs
without missing data and p is the number of terms in the model (including the
constant).

If
p>N =Xl —1)

the real degrees of freedom of the residual is defined as
RDF... = {Z(nk =1) ifn; > 0foranyi,
0 otherwise.
When RDF'es = 0, the model is saturated. In this case, MODDE does not compute or

display R?, R? adjusted or Q? if the model is fitted by MLR. If the model is fitted by
PLS regression, only the O’ is computed and displayed.

The real degrees of freedom are used in the residual plots to determine which type of
residuals to display when the degrees of freedom is small.

Note: RDF is listed in the ANOVA and Descriptive statistics tables as DF for lack of
fit.

Coefficients

Scaled and centered coefficients

The regression coefficients that are displayed in MODDE are computed for centered
and scaled data. It is also possible to select to display "unscaled and uncentered"
coefficients.

The scaled and centered coefficients are the coefficients of the fitted model, for which
the factors were centered and scaled. The default scaling in MLR is orthogonal scaling.
With PLS, the factors are centered and scaled to unit variance.

Orthogonal coefficients in PLS

The "centered and scaled" coefficients in PLS regression models are computed from
factor values scaled to unit variance.

The orthogonal coefficients in PLS regression re-express the coefficients such that they
correspond to factors that are centered and orthogonally scaled, i.e., by using the mid-
range and low and high values in the factor definition (coded as -1 and 1), see the
Scaling subsection for more details. Orthogonal coefficients in PLS regression models
are not available when there are only formulation factors in the investigation.

With process and mixture factors, the PLS orthogonal coefficients refer to process
factors scaled orthogonally, and mixture factors unscaled (original units).

The orthogonal coefficients in PLS regression models are only available when the
model is fit with PLS regression.
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Note: The orthogonal coefficients in PLS regression models are only meant for
comparison with the corresponding MLR coefficients. They are incorrect unless the
design is balanced and the mean is equal to the mid-range.

Unscaled

The unscaled coefficients are the coefficients corresponding to unscaled, uncentered
data. When exporting unscaled coefficients to use in other applications, be sure to use
the E-format in order to obtain maximum precision in the coefficients.

Normalized coefficients

To make the coefficients comparable between responses when the responses have
different ranges, the "centered and scaled" coefficients are normalized with respect to
the variation in Y. That is, they are divided by the standard deviation of their respective
response, i.e., by the standard deviation in the corresponding ¥;, fori=1,2,...,m.

Confidence interval

Intervals for coefficients (such as e.g., a confidence interval) and predictions are
computed using the total number of observations, regardless of missing values when
the regression model is a PLS regression model and all polynomial models (i.e., the
polynomial model specified by the factors) for all responses are the same. For MLR
and PLS regression models with different polynomial models for different responses,
the total number of observations is the number of elements in the response without
missing values. This total number of observations is displayed as N at the bottom of
plots and lists.

Extended or compact format

For qualitative factors at ¢ levels, with ¢ > 2, MODDE generates ¢ - | dummy
variables, indexed from 2 to q.

By default the Coefficient plot displays all ¢ settings using the Extended format. See
the Investigation options subsection in Chapter 4, File, for details.
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Analysis wizard features

Tukey's and variability tests

On the Replicates page in the Analysis Wizard two tests are performed, Tukey's test
that checks for outliers, and the Variability test that checks replicated point's
variability.

Tukey's test

When Tukey's test fails this indicates an outlier. Information about this is displayed in
the Advisor in the Analysis Wizard. Tukey's test is only available in the Analysis
Wizard.

Tukey's test classifies an experiment as an outlier when outside the range Q1-k(Q3-Q1)
to Q3+k(Q3-Q1).
In MODDE;

e k=3isused

e QI =0Q(25%), listed in the Descriptive statistics list.

e Q3 =0Q(75%), listed in the Descriptive statistics list.

Variability test

The variability test compares the replicate variability, for each replicate group, with the
overall variability and displays information about the outcome in the Advisor pane in
the Analysis Wizard. The displayed information:

1. Replicate range > IQR results in a warning that since the replicate variability
is large there is also a large probability for a non-significant model.

2. Replicate range 0.5 IQR < Replicate range < IQR results in a warning that
the large replicate variability may result in a weak model.

3. Replicate range < 0.5 IQR results in information that the replicate variability
is fairly small and it is likely to end up with a useful model.

4. Replicate range < 0.25 IQR results in information that the replicate
variability is small and it is likely to end up with a useful model.

5. Replicate range < 0.02 IQR results in information that the replicate
variability is very small and although positive, this may give artificial model
validity problems.

Hint: IQR = Q3 - Q1 = Q(75%) - Q(25%)

Auto transform and Auto tune

When using One-Click, Auto transform and Auto tune are performed automatically.
Auto transform is located on the Histogram page and Auto tune on the Coefficient
page.

Auto transform

Auto transform is available when the Skewness test value is higher than 2. The default
log transform is applied and if there are values that are <0 the constant C2 is increased
such that the smallest value is 0.1.
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When the Skewness test value is smaller than -2 there is also a warning suggesting a
transformation, but no automatic transformation is available.

Clicking Auto transform log-transforms the response if transforming it results in higher
Q2 and lower Skewness.
Auto tune

Auto tune is available when both p-values for the model terms can be calculated and
Q2 can be calculated. It is available for all designs but mixture designs, Stability
testing designs and Generalized Subset Designs.

Auto tune works as follows:

1. Finds the largest p-value that is above 0.05.

2. Removes that term and recalculates the model.
3. If Q2 was increased, Auto tune restarts at step 1.
4

If Q2 was not increased, but there is yet another term with a p-value larger
than 0.05, that term is removed in conjunction with the other term, and Auto
tune continues at step 3. This step is repeated until all terms with a p-value
larger than 0.05 have been tested.

5. Auto tune is complete after having tried excluding all terms with a p-value
larger than 0.05, and no improvement in Q2 can be found.

Note: Auto tune is available in on the Coefficient page in the Analysis Advisor and on
the shortcut menu of Coefficient plots created outside the Analysis wizard.

Square and interaction tests

On the Coefficients page of the Analysis wizard there are two tests, the Square test
and the Interaction test.

Square test

The Square test can be performed if adding a square term does not result in a condition
number that exceeds 100.

The following test will make the Square test available, if successful. For each factor:
1. A square term of the factor is added to the current model.

2. The test measures whether the square term is significant at the 95 %
confidence level and the Q7 increases or does not decrease by more than
0.05. If this is the case the Square test will be available.

3. If the square term is non-significant at the 95 % confidence level, the test
measures whether the O° value increases by 0.05 or more. If this is the case,
the Square test will be available.

4. Steps 1-3 are repeated until a square term of all factors have been added
once.
Interaction test

The Interaction test is performed when the design is of resolution IV and the
confounding pattern is known. That is, the design was created by MODDE.

The following test will make the Interaction test available, if successful. For each
interaction term of each factor:

1. An interaction term is added to the current model.
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2. The test measures whether the interaction term is significant at the 95 %
confidence level and Q7 increases or does not decrease by more than 0.05. If
this is the case the Interaction test will be available.

3. Ifthe interaction term is non-significant at the 95 % confidence level, the test
measures whether Q7 increases by 0.05 or more. If this is the case, the
Interaction test will be available.

4. Steps 1-3 are repeated until all interaction terms have been added once.

Qualitative factors with more than 2 levels

If a term in the model comprises a qualitative factor, C, with k levels, there will be & -
1 expanded terms associated with that term. For example, if the levels of a qualitative
factor C are (a, b, c, d) the three expanded terms C(j) are as follows:

c c@) c@3) c(4)
a -1 -1 -1
b 1 0 0
c 0 1 0
d 0 0 1

The coefficients of these expanded terms are given as the coefficients for level 2 (), 3
(¢), and 4 (d) of C, while the coefficient for level 1 (a) is computed as the negative sum
of the three others. MODDE displays all four coefficients in the Coefficient List but
notes that they are associated with only three degrees of freedom.

Note: When excluding all experiments for a certain setting, the factor is treated as if’
that setting never existed.

Residuals

Raw residuals

The raw residual is the difference between the observed and the predicted values, i.e.

ei =yi—Jyi

Standardized residuals

The standardized residual is the raw residual divided by the residual standard
deviation

e = €/,
where s is the residual standard deviation.

Residual plots for PLS regression present standardized residuals by default.

Deleted studentized residuals

MODDE defaults to plotting Deleted studentized residuals when fitting with MLR and
the model has at least three (3) real degrees of freedom. Deleted studentized residuals
are not available when fitting with PLS regression.
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The Deleted studentized residual is the raw residual (e;) divided by an estimate of its
standard deviation. The estimation of the standard deviation is computed from the
“deleted” standard deviation (s:), which is the residual standard deviation (s;) computed
with observation 7 left out. When the ith residual is excluded like this, the residual is
sometimes said to be externally studentized. The variance of the ith residual is defined
as

Var(e;) = a2(1 — x;(X'X)"'x}),

where *:(X'X)™'x{ is the ith element of the hat matrix, sometimes denoted leverage.
Thus the standard deviation of the residual is

sd(e;) = /Var(e;) = a '1 —x (X' X)1x;.

Hence, the Deleted studentized residual is computed as
€; €}

e . = A = .y
bl sd(e;) s_if1—x,(X'X)"1x]

where s.; is the estimate of the residual standard deviation with the ith sample left out.

For more information see e.g., Belsley, Kuh and Welsch (1980).

Note: Deleted studentized residual requires at least three degrees of freedom.

References

Belsley, David A.; Kuh, Edwin and Welsch, Roy E. Regression Diagnostics:
Identifying Influential Data and Sources of Collinearity. John Wiley and Sons, New
York, 1980.

Condition number

The condition number of the orthogonally scaled and centered extended design matrix
is computed using the singular value decomposition (SVD). The condition number can
be seen in the status bar at the bottom of MODDE's main window. The X matrix is
taken from the worksheet. The computation of the condition number depends on the
selected fit method (MLR, PLS regression) and which factors are involved.

Condition number definition
The condition number is defined as
w(X) = [IXII211x*]2,

where
II1I2

is the operator norm induced by the £2 (the Euclidean) norm and X* denotes the
Moore-Penrose pseudo inverse of the matrix X. This definition is equivalent to the
ratio between the largest and the smallest singular values of X (square root of the
eigenvalues of X'X), such that

Tmax (X)

e

where omax(X) is the largest singular value of X and omin(X) is the smallest non-zero
singular value of X.
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The condition number is a measure of the sphericity of the design. All factorial
designs, without center points, have a condition number of 1 and the design points are
situated on the surface of a hypersphere.

The condition number is computed for the extended design matrix. The extended
design matrix is created as follows:

1. The factor values, taken from the worksheet, are centered and scaled
according to the selected settings: MLR scaling, for MLR models and
(always) unit variance with PLS regression models.

2. The design matrix is then extended according to the selected polynomial
model.

Note: If you select Mid-range scaling and your factors have different ranges, the
condition number of the worksheet may become very large. This is due to the fact that
MODDE uses the SVD to compute the MLR model.

Condition number with mixture factors

The condition number with mixture data depends on the method of fit and the type of
model.

PLS and Cox reference mixture model

When the model is fit by PLS regression (or a Cox reference mixture model) the data
are scaled and centered. The condition number is computed from the worksheet, with
the slack variable model (mixture factor with the largest variance removed) and all
mixture factors scaled with orthogonal scaling.

MLR regression and the Cox reference mixture model

The condition number displayed is the condition number of the Cox reference mixture
model (with the Cox constraints), derived from the worksheet, with no mixture factors
scaled or centered.

MLR and Scheffé models

The condition number of the Scheffé model, derived from the worksheet, with no
mixture factors scaled or centered.

Note: With formulation factors and fitting with PLS, the condition number is computed
by excluding the factor with the largest range, and scaling the remaining ones
orthogonal. When fitting with MLR the condition number is computed without
centering and scaling the factors.
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Interval estimates

MODDE supports three types of intervals: confidence intervals, prediction intervals
and tolerance intervals. The figure below illustrates how the intervals relate to each

other.
70 T T T T
* * Truey
60| | — Predicted g
- = Confidence interval (95 %)
5ol | =+ Prediction interval (95 %)
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Figure. An illustration of the relation between the confidence, prediction and tolerance intervals.

The confidence interval tells us that we are e.g. 95 % confident that the "true" mean
prediction (i.e. the "true" underlying output) is contained by our interval, which means
equivalently that if we repeat the study many times, 95 % of the corresponding
confidence intervals will contain the true mean.

A 100(1 - ) % confidence interval around the mean predicted value is computed as

x:B + trr,‘Z,n-p ’SZXj(X’X)_lx:- y

for each sample (i.e., row of X), xi, where

s? = =2k - %B)’

is the sample noise variance, fo21p s the critical value of a Student’s #-distribution on
the two-sided o level with n - p degrees of freedom.

The prediction interval tells us that with a particular confidence, e.g., 95 %, the
interval will contain the next observation. /.e., the prediction interval will enclose a
single future observation with some confidence. A 100(1 - o) % prediction interval, for
the next observation, is computed as

5)1' T tﬂ!Z.n-pJSZ(l + x[-(X'X)—‘x}).
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The tolerance interval states with some confidence, say 95 %, that some percent, say
99 %, of future observations fall within the interval (this is the proportion of future
samples that fall within the interval, i.e. the folerance proportion). The tolerance
interval is formally stated as

P(P(P;i—chki<yi <y tok)=P)=21—a,

where ki is unknown and must be found, and o is the standard deviation of the noise
(approximated by s). The value of £; is approximated by

o R
2 ¥
X

2
where d = n - p is the number of degrees of freedom and £ ab(€) is the b quantile in a
non-central ) * distribution with a degrees of freedom and center parameter c.

Both the MLR and PLS regression models will compute an interval around the average
predicted Y if the independent matrix, X, has a condition number less than or equal to
3000.

Matrices with condition number greater than 3000 are considered singular and it is
only possible to build PLS regression models. When the condition number of X is

greater than 3000, or the model is a Cox reference mixture model, PLS regression

computes the standard error of the average predicted Y as

se; = Jsz(l +t,(T'T)~'t)),

where T is the score matrix of the PLS regression model and # is the ith row of 7. The
interval is then computed as

yi+tsei

The type of interval to use depends on the purpose of computing the interval. The
confidence interval is an interval around the mean prediction, and therefore does not
given any information about where future samples will fall, but only where future
predictions will fall. The prediction interval really only gives information about the
next sampled point. A tolerance interval should be used if more than one new point is
sampled and you want to estimate where they fall. Note that the prediction interval is
wider than the confidence interval, and that the tolerance interval (usually, because this
depends on both o and P) is wider than the prediction interval.

PLS plots

MODDE can present score and loading plots when the model was fitted with PLS
regression.

Loadings - WC plots

Plots of the X and ¥ weights (w and c, respectively), with one PLS component against
another, illustrate how the X variables influence the ¥ variables, and the correlation
structure between X and Y variables. These plots simplify the understanding of how the
responses vary in relation to each other and which ones provide similar information.
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Scores - TT, UU, and TU plots

The plots of the X and Y scores (e.g., ¢, vs. t,, and u, vs. u,), can be interpreted as
windows into the X and ¥ spaces, respectively, and illustrate how the design points
(experimental conditions, X) and responses profiles (¥) are situated with respect to
each other. These plots illustrate the presence of outliers, groups, and other patterns in
the data.

The X-Y score plots, e.g., t; vs. u;, t, vs. u,, etc. show:
e the relationship between X and ¥,

e the degree of fit (good fit corresponds to small scatter around the straight
line),

e indications of curvature, and

e  outliers.

PLS regression coefficients

The PLS regression model computes regression coefficients, B,, for each response, Y,
expressed as a function of the X variables according to the assumed polynomial model
(i.e., linear, interaction, quadratic, etc.). These coefficients are (columns of B)
computed as:

B=wrPwWC,
where W and C are p-by-4 and m-by-4 matrices, respectively, whose columns are the

vectors w. and ¢q and p is the number of variables in X, m is the number of variables in
Y and 4 is the number of components.

Box-Cox plot (only MLR)

If the response values vary more than an order of magnitude in the experimental
domain, a transformation is often recommended.

When the ¥ variables are positive, a useful transformation is the Box-Cox
transformation

A
P | )
. y.a iflth,:{ yr  ifa#0,
i = . =
In(y;) ifA=0, In(y;) ifA=0,
where the second equality (with three horizontal lines) indicates equivalence under
linear transformation.

The Box-Cox transformation computes a transformation of the response in order to
achieve:

e A simple and parsimonious model,
e  An approximately constant model error variance,

e  An approximately normal model error distribution.
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The parameter A is found by maximum likelihood estimation of the regression of the
transformed y, on the independent variables in X. The log-likelihood function is
defined as

1 SSres,a 3
Lpar(d) = ==nln )+ (A =1) ) In(y,).

MODDE computes the value, denoted A, that maximizes Lmax(A) in the interval -2 <

A<2,and presents a 100(1 - o) % confidence interval of the maximum by
. 1
Linax(A") = Linax(d) < EX%FA(QI

where DF; is the degrees of freedom in A.

The value of A that maximizes Lmax(ﬂ) in the interval, i.e., A", is the value that gives a
transformation of the response that gives the best fit of the model. This is the
maximum likelihood estimation of A.

See Box and Cox (1964) for more details.

The Box-Cox Plot displays A vs. Luax(A).

Note: The Box-Cox plot is not available for PLS regression models
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Mixture data in MODDE

Mixture data in MODDE is available as either mixture factors only or as a combination
of process and mixture factors.

Mixture factors only, Model types

When the investigation only includes mixture factors, there are three model types (or
forms) available:

e  Slack variable model
e  Cox reference mixture model, and

e  Scheffé model.
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Slack variable model

When you define a mixture factor as filler, MODDE generates the slack variable
model by omitting the filler factor from the model. The model is generated according
to the selected objective and is treated as a non-mixture model. You may select MLR
or PLS regression to fit the model, just as with ordinary process factors. With MLR the
factors will be orthogonally scaled.

Cox reference mixture model

When all mixture factors are formulation factors, MODDE generates, by default, the
Cox reference mixture model, and therefore the complete polynomial model linear or
quadratic. MODDE also supports a special cubic and a full cubic model.

Scheffé model

You may select to fit a Scheffé model. MODDE expresses the mixture model in the
Scheffé form. The full cubic model is not supported in a Scheffé model.

Mixture factors only, fitting a model

Analysis and fit method

MODDE's default fit method with mixture factors is PLS regression, and the model
form is the Cox reference mixture model. All factors, including mixture factors, are
scaled by default to unit variance prior to the model fitting. This is also done with
mixture factors that have been transformed to pseudo components.

Cox reference mixture model

The Cox reference mixture model can be fitted by MLR (when obeying the mixture
hierarchy) or by PLS regression.

The coefficients in the Cox reference mixture model are meaningful and easy to
interpret. They represent the change in the response when going from a standard
reference mixture (s, with coordinates sx, for k = 1,...,K) to the vertex k of the simplex.
In other words, when a component (a factor) xx changes by an amount Ax, the change
in the response is proportional to S, the regression coefficient for the corresponding
factor k, such that

_ Brdxy

ﬁy“ i 1 —Skl

where Ay; is the change in the response.

Terms of second or higher degrees are interpreted as in regular process variable
models. The presence of square terms, though they are not independent, facilitates the
interpretation of quadratic behavior, or departure from non-linear blending. The
constant term is the value of the response at the standard reference mixture.

Changing the standard reference mixture

On the Design tab, click Reference mixture to change the coordinates, s, of the
standard reference mixture. By default, MODDE selects the centroid of the constrained
region as the reference mixture.
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Mixture Hierarchy with the Cox reference mixture model

By default, all Cox reference mixture models (linear and quadratic) obey a "mixture
hierarchy". First we give the notation

Yi= Z Bjxij + Z BjiXijXie
5 Jj=<k

for the regression model. I e., that the regression coefficients corresponding to
quadratic terms have double indices. Then, the group of terms are constrained as
follows for linear models;
K
Z Bisk =0,
k=1

with the additional constraint for quadratic models;

K
Z Bixsi =0,
=1

forj=1,...,K, where sk is coordinate £ in the standard reference mixture.

The groups are treated as a unit, and terms can therefore not be removed individually.
When these constraints are imposed on the regression coefficients, the change in the
response is proportional to the change in a factor, such that

Ay; = i

when factor & is changed from xix to xix + Axik.

Removing individual terms

If you want to remove terms individually, as with regular process models, you must
clear the Enforce the mixture model hierarchy check box in the Edit Model dialog
box. This dialog box can be opened by clicking Edit model on the Home tab.

When the mixture hierarchy is not enforced (this includes e.g. cubic models), the Cox
reference mixture model can only be fitted by PLS regression. The coefficients are the
regular PLS regression coefficients and they are not re-expressed relative to a stated
standard reference mixture.

Note: Linear mixture terms cannot be excluded. Also, the model hierarchy is always
enforced; a term cannot be removed if a higher order term containing that factor is
still in the model.

ANOVA with the Cox reference mixture model

In the ANOVA table, the degrees of freedom for regression are the real degrees of
freedom, taking into account the mixture constraints. These are the same as for the
corresponding slack variable model.

Screening plots

When the objective is to find the components’ effects on the response, the coefficients
of the Cox reference linear model are directly proportional to the Cox effects. The Cox
effect is the change in the response when component £ varies from 0 to 1 along the Cox
axis. That is, the axis joining the reference point and the kth vertex.
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Effect plot

The Effect Plot displays the adjusted Cox effects. The adjusted effect of component &
is

k=rc*t
rr= Uk — Lk
t = b/ (T - s)

where 7y is the range of the kth factor, # is the total Cox effect, 7 is the mixture total (in
most cases T'= 1), bx is the unscaled, uncentered coefficient and s is the value of the
factor at the reference mixture.

The Effect Plot is only available for screening designs using the Cox reference mixture
model.

Main effect plot

For a selected mixture factor, X, the Main effect plot displays the predicted change in
the response when X varies from its low to its high level, adjusted for all other mixture
factors, that is, by default, the relative amounts of all other mixture factors are kept in
the same proportion as in the standard reference mixture (MODDE does not check if
the other mixture factors are kept within their ranges). For example, if the main effect

of the mixture factor JX; is being displayed, when X; takes on the value X i, the other
mixture factors are assigned the values

- 5

X =(T-X) =

0

T -5

for j # i, where si are the coordinates of the standard reference mixture. The standard
reference mixture is the one used in the model.

You can change the default and choose to have the other mixture factors kept in the
same proportion as their ranges (this ensures that no extrapolation is performed).

Interaction Plot

The interaction plot is not available when only mixture factors are present.

MLR and the Cox reference mixture model

In MODDE it is only possible to fit Cox reference mixture models (linear or quadratic)
with MLR when they obey the mixture hierarchy. When fitting the model with MLR
the mixture factors are not scaled and they are only transformed to pseudo components
when the region is regular, i.e., when all axes have equal length. The model is fitted by
imposing the mixture hierarchy.

PLS and the Cox reference mixture

When fitting a model with PLS regression, the standard reference mixture is not stated
a priori as with MLR, and no constraints on the coefficients are explicitly imposed.
PLS regression fits the mixture models, and handles collinearities. The PLS regression
coefficients can be interpreted as in the Cox reference mixture model, relative to a
reference mixture resulting from the projection, but not explicitly stated.
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Expressing PLS coefficients relative to an explicit standard
reference mixture

With linear and quadratic models that obey the mixture hierarchy, it is easy to re-
express the PLS regression coefficients relative to a stated reference mixture with
coordinates s.

Note: The sk are expressed in pseudo components, if a pseudo component
transformation was used.

The mixture hierarchy is imposed on the uncentered, unscaled coefficients in the fitted
PLS regression model.

The scaled and centered coefficients are recomputed afterwards.

Note: In MODDE, linear and quadratic models obeying the mixture hierarchy can
only be removed as a group, and not individually. By default, PLS regression
coefficients are always expressed relative to a stated standard reference mixture.

With models that contain third order terms (cubic terms), or that disobey the mixture
hierarchy, no constraints are imposed on the PLS regression coefficients. The
coefficients are in this case the regular PLS coefficients and the reference mixture is
implicit.

Scheffé models derived from the Cox reference mixture
model

With the linear or quadratic Cox reference mixture model, the unscaled coefficients
can be re-expressed as those in a Scheffé model. The following relationships hold.

Linear
bSchef[fé,k = bCox,() + bCox,k.
Quadratic

bSchq/]ék = bcox,0 T bcoxk + bcox ik,

bschefjekj = bcoxkj — bCox kk— bcox,jj.

Scheffé models

The Scheffé models are only fitted with MLR and among the effect plots only the
Main Effect Plot is available.

Scheffé models are only available for investigations where there are only mixture
factors.

ANOVA

The degrees of freedom in the ANOVA table for a Scheffé model are computed in the
same way as with the slack variable model (see Marquardt and Snee (1974)).
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Using the model

Prediction plot

The Prediction Plot is available for all objectives and all models. As with process
factors, this plot displays a spline representing the variation of the fitted function when
the selected mixture factor varies over its range, adjusted for the other factors. As with
the main effect plot, this means that the relative amounts of all other mixture factors
are kept in the same proportion as in the standard reference mixture. If no standard
reference mixture is specified, the centroid of the constrained region is used by default.

Mixture contour plot
Trilinear contour plots are available with mixture factors but no response surface plots.
References
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Process and mixture factors

When both process and mixture factors are present, you can select to treat them as one
model, or you can specify separate models for the mixture factors and the process
factors.

With both mixture and process factors, the only model form available is the Cox
reference mixture model.

When the model obeys the mixture hierarchy, the PLS regression coefficients are
expressed relative to a stated standard reference mixture.

If y is a parameter vector that contains the coefficients of the interactions between the
process and mixture factors, then
q
Z Yesk = 0.
k=1

Note: When the model contains terms of the third order, or it contains qualitative and
formulation factors, the PLS regression coefficients are not adjusted relative to a
stated standard mixture.

MODDE plots

All plots in MODDE are available when you have both mixture and process factors.
For both Main Effect Plots and for Prediction Plots, when you select to vary a process
factor, all of the mixture factors are set to the values of the standard reference mixture.
When you select to vary a mixture factor, process factors are set to their average and
the other mixture factors are kept in the same proportion as in the standard reference
mixture or their ranges.
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Optimizer

MODDE's optimizer uses the Nelder-Mead method (also known as the downhill
simplex method) on the fitted response surface (Nelder and Mead, 1965), in order to
minimize an overall desirability function that combines the individual desirability of
each response.

References
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Computer Journal, 7 (4), 308-313, 1965.

Desirability

The individual desirability functions are highly flexible functions, whose shape can be
manipulated by adjusting a few parameters. Depending on the form of the individual
desirability functions, the Optimizer can be configured to suit various optimization
objectives.

The optimizer can be set up for different objectives:

1. Limit optimization — where the objective is to reach a solution in which the
response is within the specification limits (Min and Max limits). This is the
default approach in MODDE.

2. Target optimization — where the objective is to reach a solution in which the
response is as close to target as possible. For the target optimization to work
properly, it is necessary that the response can be optimized close to or on
target; otherwise the search may end up with an unacceptable solution.

3. Custom optimization — user defined customization of the Target
optimization.

4.  Focus optimization — where the objective is to favor one or several responses
over the others; accomplished by manipulating the individual weights.

5. Robust setpoint — where the most robust setpoint is found. Depends on the
existence of a solution based on objectives 1-4.

MODDE supports two types of desirability functions: a quadratic spline function and
an exponential spline function. The shape of these splines is influenced by a few
parameters, input by the user.

Limit optimization

In Limit optimization, the desirability function is defined as
d = 100(eﬂk3(m) - l),

where

Vi — P

g(yx) =100 T =P,

for every response yx, for k= 1,...,m, and where T is the user-defined target for
response yx and Py is the maximum of the worst response value computed from the
starting simplex and 1.1Lx, in which L is a user-defined worst acceptable response
value for response yk. The value of Pk is never closer to the target than Lx.
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When a response is to be maximized, Lk is the smallest acceptable value: when the
response is to be minimized Ly is the largest acceptable value. When the response is to
be on target, the user gives the smallest and largest acceptable values.

When the response is to be minimized, 7k must be less than Lx. When the response is to
be maximized 7k must be greater than L.

For responses to be on target the user must supply lower and upper limits such that

Lk.luwer <Tr< Lk, upper-

Lk is generated internally if not supplied by the user.

The /« is a scaling parameter computed as
100
In (100 = Limitk)
Ly — P

1n="r

A = —

where Limiti= 90 + 80logio(wx) and wx, for k= 1,...,m, are weights assigned to each
response by the user. The weights are 0.1 <wx< 1 and wx= 1 is the default for all k=
1,....m.

When the user wants the response to be on target, Liupper is used in the calculation of Ak
when yk > Tk and Lk iower is used in the calculation when yk < Th.

This definition of Ax makes dk= -Limitx when yx= Ly and makes the desirability
function range from 0 to -100 (a value of -100 can only be reached when yx gets close
to Tk). Note, though, that the plots rescale the desirability functions to range from -1 to
0.

Custom Desirability
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Figure. A plot that shows the default desirability for the exponential desirability function (Limit
desirability).
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Target optimization
In Target optimization, the desirability function is defined as

d, = 100(a + b - Dist, + ¢ - Dist?. — 1),
when the prediction is outside of the limit interval, and

Dist,, 5
d,, = 100 (a + (T 4 Dlslsc) ; r:c) ~ 100

when the prediction is inside the limit interval and where a, b and ¢ are adjustable
parameters, (the default settings are a =0, b = 0.2 and ¢ = 0.8.)

Ty-Dist . .
y Ty = PMin Yk k
Distse = Dist—T,
———— otherwise
PMax—T, '

represents a scaled (between 0 and 1) distance between the predicted value and Tk, CC
is a correction factor that makes the transition from outside to inside the limit interval
continuous; and PMin and PMax are the highest and lowest predicted values for the
specific response, respectively.

Custom Desirability

Desirability for Fuel
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__) Exponential
Minimize formula: ~ 0.00 +0.20%X +0.80%X "2
Reset Cancel

Figure. Plot showing the default desirability function for Target optimization.

Custom optimization

Custom optimization means a user-defined customization of the Target optimization
function. This objective is used when the shape of the quadratic spline desirability
function is changed by the user. The shape of the spline can be manipulated
interactively by dragging and releasing the blue dots in the desirability plot. A
customization of the desirability function may be warranted if there is a certain
functional relationship that is known to exist between factors and responses, or if there
is deemed an advantage trying to approach the target response value from either the
high (max) side or the low (min) side.
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Focus optimization

Focus optimization can also, like Custom optimization, be seen as an extension of the
Target optimization function. The rationale for the Focus optimization objective is that
initial searches might have indicated that it is rather difficult to obtain a stable solution
for a case that involves multiple response variables and perhaps also with partly
conflicting goals. In such a case, it might be warranted to make prioritizations among
the responses by modifying their weights in the optimization. Technically, in MODDE
such changes in priorities are accomplished by down-weighting the least important
response variables. Thus, if the weights are set differently for different responses,
responses with higher weights take priority in the search for a solution inside the
specifications. The overall optimization criterion is used to reach the lowest value of
the individual desirability functions.

Overall desirability

The overall desirability function is the mean of the individual desirability functions for
all responses. It quantifies how far the predicted results are from their corresponding
target values. The overall desirability is defined as

m

fds) =% d,

k=1

where ds = (di,...,dn) are the individual desirability functions.

Overall distance to target

The Overall distance to target, D, is computed as

s we (P Tk)’
D = logyp | ————k—tr Tie — L
10 m '

where the wy are the user-defined weights on the individual desirability functions, the
Yk are predicted response values, the Tk are user-defined targets, Lx are user-defined
worst acceptable response values and m is the number of responses.

The overall distance to target is defined as D = -10 when all responses have reached
their targets, 7.

The value of D is not used in the optimization procedure, but is displayed as log(D) in
the run list.
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Starting simplexes

The optimizer will start simplexes from a number of starting positions that are selected
as follows:

a. The (up to) 6 most important factors are used to generate the full or
fractional factorial design for start points as follows:

Factors Start point design
1 continuous 3 levels

2 continuous 22

3 continuous 23

4 continuous 24

5 continuous 251

6 continuous 262

b.  The last 4 runs are the 3 runs from the worksheet with the "best" predictions
i.e. the lowest log(D) plus a center point, where D is the overall distance to
target.

The start points of continuous factors are 20 % smaller than the original design factor
range. The start settings of qualitative factors are random.

The user cannot modify these start runs but can add their own runs.

Each simplex is generated from the start point by adding an additional point for each
factor with an offset of 20 % of the distance from the center to the maximum value, the
other factors being kept at the same values. A check is made that all runs are within the
defined experimental region.

Sensitivity analysis

Sensitivity analysis measures the probability for a setpoint (the optimum) to fail for

each individual response or all combined. The sensitivity analysis is performed by a
Monte Carlo simulation and is reported as Probability of failure in percent or defects
per million opportunities outside of specifications, DPMO.

The regression model is defined as
yExifitx:fot . txpfpte
where we predict y as
y=xifr+x2p2+ .. +xpfp

The Monte Carlo procedure includes by default the model prediction error and can also
add an estimated operational factor precision by disturbing the factors, x; for i =
1,2,...,p. This is done by adding e.g. normally distributed random noise to the factors;
either the default +5 % of the range of each factor, or a user specified factor precision.
The prediction error is assumed to follow a Student’s ¢-distribution with standard
deviation defined by a confidence or a prediction interval surrounding the predicted
mean, or it is assumed to follow a normal distribution with standard deviation defined
by a tolerance interval surrounding the predicted mean. For details about intervals, see
the Interval estimates subsection in the Statistical appendix
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The Monte Carlo procedure samples points from this distribution and counts the
number of samples that falls outside of the user specified bounds for the response. This
result in an estimate of the total Probability of failure, in DPMO or percent, for all
active responses. If the Probability of failure is zero or very low, this means that the
proposed factor settings represent a robust point of operations.

The user can modify the factor precision in the Factor Definition dialog box.

Factor contribution

The Factor contribution, displayed in the Selected setpoint page in the Optimizer, is
defined as the relative contribution of a factor on the optimizer result. The value can
range from 0 to 100. A high factor contribution affects the result setting more than a
low factor contribution. The calculation of the contribution uses by default 5 % of the
factor definition range as the range around the selected setpoint. The factor
contribution range can be changed in the Optimizer settings dialog box.

Factor contribution calculation

The details of the factor contribution calculations are listed in this section.
Terminology

Fax 1s the maximal factor value according to design specification.

Fmin 1s the minimal factor value according to design specification.

Fop: is the factor setting at the found optimum.

Fiow is the factor value below the optimum, see equation in step 2.

Fhhign 1s the factor value above the optimum, see equation in step 2.

CRrange 18 the contribution range (default is 0.05).

Rsmax 1s the maximum limit for response value specified in the optimizer.

Rs$min is the minimum limit for response value specified in the optimizer.

Rdmax 1s the largest response value from worksheet.

Rdmin is the smallest response value from worksheet.

Rrange 1s the response range.

Ropt is the response values at the found optimum.

R* is the response value when factor value is above the optimum, see step 2.

R is the response value when factor value is below the optimum, see step 2.

Fconr 18 the factor contribution.

Step 1 - Computing the response ranges

The following equations are used in the computation of the range for each response.

If the Weight factor contribution against distance to response limit check box in
the Optimizer Properties dialog box is selected,

RRange = min(abS(Ropt_ RSmin), abS(RSmax_ Ropt)),
else

RRange = Rdmax— Rdmin,
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Step 2 - Computing of factor contribution for each factor/response
combination

The following equations are used to compute the factor contribution for the available
factor/response combinations.

For every factor j:
Fiow = Fopt - CRange* (qux* Fmin)

Fhigh = Fopt + CRange * (Fmax* Fmin)
Ri'is the predicted response using Fiow for factor j (all other factors are kept at optimal
settings)

+
Ri"is the predicted response using Faign for factor j (all other factors are kept at optimal

settings)
For every response k:

_abs(R — Ry ) + abs(R

= R,_)
ch:[r,j,k — i

opt

2. Crange,;‘ ' Rr’ange,k
Step 3 - Computing the factor contributions over all responses

To compute the factor contributions over all responses for each factor, j, we use

Fcorm',j = Z Fconn',j,k-
k

Step 4 - Normalization of factor contributions

To normalize the factor contributions, we use

F contr,j

F - =100 o———.
contr,j EE Fcontr.!'

Orthogonal blocking

When you cannot perform all experiments in a homogeneous way, randomizing the run
order of the experiments may not be sufficient in order to deal with the extraneous
sources of high variability. You may want to run the experiments in homogeneous
groups, i.e., blocks, in such a way that the external source of variability does not
influence the effects of the factors.

For example, if you are using a full factorial design with 5 factors and 32 runs, and the
batch size of raw material allows you to perform only 8 runs per batch. You may want
to run your experiments in 4 blocks, each composed of 8 runs using homogeneous
material.

Orthogonal blocking divides 32 runs in 4 blocks of 8 runs, each divided so that the
difference between the blocks (the raw material) does not affect the estimate of the
factors.

MODDE supports Orthogonal blocking for the 2 level factorial, fractional factorials,
Plackett Burman, CCC, and Box-Behnken designs.

MODDE also supports blocking of D-Optimal designs. These designs are more
flexible with respect to the number of blocks and the block size, but the blocks in D-
Optimal designs are usually not orthogonal to the main factors. The only restriction
with D-Optimal designs is that the number of runs must be a multiple of the block size.
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Note: Blocking introduces extra factors in the design, and hence reduces the degrees
of freedom of the residuals, and the resolution of the design. You should only block
when the extraneous source of variability is high and cannot be dealt with by
randomizing the run order.

Block interaction
An interaction between a main effect and a block effect is called a block interaction.

When the design supports interactions between the block effects and the main effects,
the Block interactions check box is available, in the Select model and design page in
the Design Wizard. You can select the check box if you want to add the block
interactions to your model.

Recoding the blocking factors

When blocking factors are generated, the blocks are assigned according to the
combination of signs of the blocking factors.

For example to generate 4 blocks, the following scheme of signs of the blocking
factors is used.

$B1 $B2
- - Block 1
+ - Block 2
— + Block 3
+ + Block 4

The Design Matrix is displayed in coded units that include the block factors. The
Design Matrix can be accessed via the Design tab, in the Show group, click Design
matrix.

When the worksheet is generated, the block factors are recoded and the model is re-
parameterized. Rather than keeping the d blocking factors, MODDE generates one
qualitative variable called $BlockV, with k = 27 levels, denoted B, B2,..., Bk, for the k
blocks.

Inclusions and blocks

Adding inclusions to a blocked design is not supported, unless the inclusions belong to
one of the blocks present.

Blocking screening designs

Full and fractional factorial designs

The block size and the number of blocks of a 2 level factorial design are always
powers of 2.

The maximum number of blocks supported by MODDE is 8, with a minimum block
size of 4.

The designs are blocked by introducing blocking factors, denoted $B. There is one
blocking factor for 2 blocks, two for 4 blocks and three for 8 blocks. The block effects
consist of the effects of the blocking factors and all their interactions.

Hence, with 8 blocks, there are 7 block effects using 7 degrees of freedom. (It is
equivalent to adding 7 extra factors to your design).
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MODDE selects the generators of these blocking factors to achieve the highest
possible pseudo-resolution of the design.

The pseudo-resolution of the design is the resolution of the design when all the block
effects (blocking factors and all their interactions) are treated as main effects under the
assumption that there are no interactions between blocks and main effects, or blocks
and main effects interactions.

Blocking Plackett Burman designs

Plackett Burman designs can only be split into two blocks by introducing one block
variable, and using its signs to split the design.

Blocking RSM designs
RSM designs are orthogonally blocked when they fulfill the following two conditions:
1.  Each block must be a first order orthogonal block.

2. The fraction of the total sum of squares of each variable contributed by every
block must equal the fraction of the total number of runs (observations,
experiments) allotted to the block.

Central Composite Circumscribed designs

The Central Composite Circumscribed designs can be split into two blocks, the cube
portion and the star portion, and satisfying the two above conditions when « (the
distance of the star points to the center) is equal to

o k(1+ps)
1+p. '

where £ is the number of factors, ps = nso/ns is the proportion of center points in the star
block,nso is the number of center points in the star block, pe = nco/nic is the proportion of
center points in the cube block, nco is the number of center points in the cube block, 7
is the number of star points runs and 7. is the number of runs from the cube block.

This is the value of « implemented in MODDE when you select blocking in a CCC
design.

Smaller blocks
The cube block of the CCC designs can be split into further blocks if:

a.  The factorial or the fractional factorial part of the design can be split into
orthogonal blocks of pseudo resolution 5.

and

b. Each one of these blocks have the same number of center points.

Box Behnken designs

These designs can be orthogonally blocked. See details in Box and Behnken (1960) or
Box and Draper (1987).

Central Composite Face designs

These designs cannot be blocked.

Central Composite Orthogonal designs

These designs cannot be blocked.
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Blocking D-Optimal designs

MODDE can block D-Optimal designs, but usually the blocks are not orthogonal to the
main factors.

The following restrictions apply to blocking D-optimal designs:
1. The blocks must be of equal size.

2. You cannot have interactions between the block factor and the other factors
in the model.

3. The selected number of runs of the design must be a multiple of the number
of blocks.

MODDE blocks the D-Optimal design by generating a qualitative factor, denoted
3BlockV, with as many levels as the selected number of blocks. By default, it then
selects only balanced designs with respect to the blocking factor.

It is not always possible to generate a balanced D-Optimal design with respect to the
blocking factor. In this case you may want to change the model, the number of blocks,
or generate an unbalanced design.

Random versus fixed block factor

You can select to have the block factor treated as a fixed or random effect and the
predictions computed accordingly.

Select the block factor as Fixed when the external variability can be set at will (it is
controlled) and the primary objective for blocking is to eliminate that source of
variability.

A fixed block can be modeled as a controlled qualitative factor with a limited number
of levels. All predictions of the responses and contour plots will be made for a selected
block level.

The block is a fixed effect if you have 32 experiments and 8 runs are done on, for
instance, each of 4 different machines. There is no other machine available other than
the four used, not now, nor in the future.

You may want to have 4 blocks to eliminate the variability introduced by the machines,
but all predictions of the responses are made for one of the specific machines.

Set the block factor as Random effect when the external variability cannot be
controlled and set at will, and the primary objective is to make predictions without
specifying the block level, and taking into account the external variability.

Since the block level of future experiments is unknown, all predictions of the responses
for random block effects are made without specifying the block level. The interval
estimations for the responses are increased to account for the uncontrolled external
block variability.

The block is a random effect if you have 32 experiments and each block of 8 runs is
made with a different batch of, for instance, raw material. Your primary objective is to
make predictions for the next unknown batch of raw material.
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Analysis with random effects

When you treat the block factor as a Random effect, it is often desirable to investigate
the consistency of the factor effects by including in the model all the interactions of the
block factor with the main factors, if possible.

A model in MODDE is always fit as a fixed effect model. That is, with the block factor
treated as a controlled qualitative variable, even when the blocks are specified as
random.

If the random block interaction effects with the main factors are large and significant,
the effect of the main factors varies from block to block, and the interval estimates of
the prediction will be large due to this uncontrolled variability.

If the random block interaction effects are small and insignificant, the effects of the
main factors are consistent from block to block and the uncertainty of the predictions is
greatly reduced.

To have a realistic size of the interval estimations, trim the model and remove all
insignificant block interaction effects.

If the block factor is specified as a fixed effect, the interactions of the main factors with
the block factor are of less interest.

Predictions with random effect

When the block effect is specified as random, the predictions of the responses are
computed without specifying the block level.

MODDE uses the average block level to predict the response, but the interval estimate
is increased to take into account the variability of the response due to the different
blocks, plus the variability of the response due to uncertainty on the coefficients of the
model including all the terms with the block factor.

Setpoint statistics

Setpoint analysis extends the possible factor ranges from a sefpoint (the optimum) to
the largest possible range where all response predictions are still within the
specifications. The range is an estimation of the largest possible deviation that is
accepted for the factors at a given setpoint combination.

Predictions in the setpoint analysis are performed by Monte Carlo simulations. The
resulting distribution of predictions simulates a real situation with a random
combination of factor setting disturbances within a given range.

Setpoint validation tests the robustness of the model by disturbing the model a large
number of times (a Monte Carlo simulation) in the specified region. The result is
shown as the distribution of the random samples, including model prediction errors.
The result can be expressed in general statistics as well as capability index, Cpk, or
Probability of failure.
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Monte Carlo simulations

The factors may be perturbed by three different distributions, namely Uniform, Normal
and Triangular distributions:

Uniform distribution

_Normal distribution

Triangular distribution

The default is that the randomization follows a normal distribution. In the Distribution
column in the Factor list you can also select Target, in which the interval surrounding
the predicted point is zero.

The low and high factor settings are the distribution boundaries. For a normal
distribution, 95 % of the distribution is found within the boundaries, by default. The
automatic search procedure extends the range for each factor until one or more
response limits are exceeded according to the specified Probability of failure limit. The
automated search procedure extends symmetrically around the setpoint.

Doehlert designs

The Dochlert designs are quadratic RSM designs with some special properties
(buildable and extendable to other factor intervals). They allow the estimation of all
main effects, all first order interactions, and all quadratic effects without confounding.
They are saturated designs with similar properties to the CCF, CCO and CCC designs.
Geometrically they are polyhedrons based on hyper-triangles (simplexes), with a
hexagon in the simplest two-factor case.

Doehlert design in 2 factors with 6 runs + center points can be extended to a new
design by adding 3 experiments. Usually also one or two new center points are added
in the new design (i.e., in the figure the right-most point in the old design).

o]
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The Dochlert designs are well suited for the RSM objective with up to 5 or 6 factors
(respectively 33 and 45 runs with 3 center points). The intent with these RSM designs
is to get a precise model that can be used for optimization and for detailed
understanding.

The required number of runs N, except for replicated center points, for the quadratic
Doehlert designs with k factors is:

N=I1+k+¥

It is recommended to add 3 to 4 center points to these designs.

Probability of failure and process capability indices

Probability of failure can be expressed in % (default) and DPMO and is used as a
stopping criterion in the setpoint analysis/validation. DPMO stands for defects per
million opportunities outside specifications.

In the Properties dialog box of Setpoint Analysis/Validation (opened by right-
clicking the window and then clicking Properties) it is possible to select two stopping
criteria, namely total Probability of failure or Probability of failure for the individual
response.

The difference comes from the fact that the same point may be found outside of the
limits for more than one response. The individual DPMO/percentage may count the
same point several times (at most once per response), while the total Probabililty of
failure only counts each point once. Default is individual and total is activated by
selecting the Use total Probability of failure check box.

See the DPMO and Cpk definition section for details and equations for DPMO, Cp and
Cpk.

The relation between Cpr, DPMO and %Outside is summarized in the following table:

Cpk Probability of failure DPMO Probability of failure %
0.4 115070 11.51
0.6 35930 3.59
0.8 8198 0.82
1 1350 0.13
1.1 483 0.05
1.2 159 0.02
1.3 48 0.0048
1.4 13 0.0013
1.5 3.40 0.0003
1.6 0.79 7.93328E-05
1.7 0.17 1.69827E-05
1.8 0.03 3.33204E-06
1.9 0.0060 5.99037E-07
2 0.0010 9.86588E-08
References
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DPMO and Cpk definition

DPMO
The DPMO is computed as
DPMO = 1000 000H/Nj,

where H is the number of hits outside of the specifications and N is the number of
iterations in the simulation.

The precision in the DPMO estimate is related to the number of simulations. The
default settings are 20 000 simulations for the acceptable factor range estimation and
50 000 simulations for the final response profile prediction.

We recommend that you increase the number of simulations by a factor 2-5 when you
perform the final analysis (e.g., for your documentation).

Since Monte Carlo simulations are random, there will be variation in the predictions
between repeated runs. The results are a function of the number of simulation used,
where more simulations give better reproducibility.

Cpk

The Process Capability Indices defined below originate from the Six Sigma statistics
techniques.

The process potential index, Cp, estimates what a process is “capable” of producing if
the target is centered between the specification limits under the “natural” tolerance 6c.
If C, = 1, the process is said to be “capable”. The computation of C, assumes that the
results are approximately normally distributed. The process potential index is
computed as
USL — LSL
G = s

where USL is the upper specification limit (user input), LSL is the lower specification
limit (user input) and o is the estimated standard deviation for predictions.

The process performance index, Cp, is another way of expressing the probability of
obtaining results outside the specification limits, but does not assume that the target is
centered between the specification limits. The Cy is defined as
oo oo (USL—p pu—LSL
pke = Min (TT)

where u is the predicted average of the simulation. The value is Cpe < 0 if the
simulation mean falls outside of the user supplied limits. The computation of Cpr
assumes that the simulation results are approximately normally distributed.

The process deviation index, k, estimates the amount of deviation of the process mean
from the target. It is computed as

_ IT =
min(T — LSL,USL—T)’

where T is the target value.
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Predictions including model error

Predictions from the Monte Carlo simulations include the model error by default. You
can select to not include the model error in the property page.

The regression model is defined as
y=J/&) te
and predictions are computed as
Y=/
The Monte Carlo procedure is described in detail in the Sensitivity analysis subsection
earlier in this appendix, and restated here slightly more formally for completeness:
1. Perturb each variable, xj, for j = 1,..., p, such that % ~ D(%},07) where D is
the distribution selected to perturb the variables (e.g., normal, triangular or
2
uniform) in which x; is the mean and %/ is a spread parameter (e.g., the
variance) computed from user input.
2. Sample a random point from a Student’s 7 distribution with mean x'p
standard deviation ! (®)/ta/2n-p and n — p degrees of freedom, where /(x) is

the interval width (e.g., a confidence, prediction or tolerance interval) at the
point x.

Repeat these steps many times to obtain the distribution of the prediction under
perturbation of the variables.

Note: The above is true for PLS regression and MLR models, but PLS regression
models with condition numbers greater than 3000 and non-hierarchical mixture
models will display an interval computed directly from the standard error of
prediction.

General subset designs algorithm and principles

The algorithm that we developed generates designs by utilizing a number of well-
known combinatorial structures like orthogonal arrays and Latin squares. In brief, it
transforms the original design space into symmetrical/hypercube space where optimal
design planes are generated, to be later transformed back into the original space. The
algorithm was implemented in MODDE 12.

The steps comprising the algorithm are presented schematically in Figure 1 and
summarized below:

1. Choose n-dimensional design space (n — number of studied factors) with K runs in
its candidate set (K - levels of each factor) and a reduced design Dp so that the final
design matrix D has dimensions m x n, where m = K/p.

2. Decompose factors into p sets.

3. Generate p mapping matrices M, where M = 2-(p,n,p™?>) orthogonal arrays (OA)
from Latin Squares (separate algorithm, see below); the purpose of the matrix M,
i=1,2,...,p is to map from the hypercube space to the original space.

4. Reduce M to all rows mapping to non-empty sets

5. Map each row of M to the decomposed factor sets and make a full factorization of
the elements in the active sets: Mi.

6. The final design is produced by concatenating the mappings M; from step 5.
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The algorithm for generation of orthogonal arrays from Latin Squares can be
summarized as follows:

1. Select a desired number of factors n and a level of reduction p.

2. Start with a set X of cardinality p and assign each value to a matrix Ai, 1 € [1,p].
3. Create a Latin square of size p, L(p); denote each row i € [1,p] of L(p) by L.

4. For all matrices A, i € [1,p], and for all j € [1,p] elements in X let Ajj = (Xj Ay)
where y = Li(j).

5. Return to step 3 unless Aj has n columns, then end algorithm.

An example of the Generalized subset designs for the three factors at 2, 3 and 4 levels
respectively (24 possible experimental combinations), where the full design was
reduced to 3 unique sets of 8§ combinations, is presented in Figure 2. Each design set
has the best possible balance of combinations, any combination of sets gives the best
possible design and no settings are duplicated.

The algorithm allows all types of factor combinations to be reduced to design subsets
that are balanced and uniformly distributed in space. The resulting design sets are less
optimal when the ranges of the factors settings are large and the factor settings are
prime numbers. These two problems need to be addressed with the future improvement
of the algorithm.

Decomposition into several subsets typical > 10 will for design matrixes with many
initial combination > 250 become a challenge. The algorithm will do random starts in
the search for a solution and might require a significantly longer search time
specifically for large subset decomposition. The resampling function allow setting
focus and time for the resampling of a specific subset decomposition.

More:

For matrices A, based on a set of X
of cardinality p

.
Decompose factors to generate = o l‘ .
level sets I reate a Latin square matrix |

| l

Augment each of the matrices 4,

Generate orthogonal arrays
corresponding to the partition based on the Latin square matrix

Determine number of factors (n),
levels (K) and partition (p)

Yes

based on Latin squares l
|
: |
<n?
Map each row of the orthogonal | Humber of calumns of A<n? |
matrix of partition to the level sets | «_ No
to form a combination of level sets \"x\ l
e
~ z
. S Output matrices A, as orthogonal

Concatenate the combinations of
levels sets for all the rows to form
an active matrix for that partition

matrices

Figure 1. Schematic representation of the steps comprising our algorithm.
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Figure 2. The perfect complementary designs for the three factors at 2, 3 and 4 levels
used in the stability study, where the full design was reduced to 33% at time points 3, 6
and 9 months; each design set is indicated by a different color: blue — 3 months, yellow
— 6 months, black — 9 months. Each design set has the best possible balance of
combinations, any combination of sets gives the best possible design and no settings
are duplicated.
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Designs for process factors

Screening designs

Screening designs are used in the early stages of an investigation to find which factors
are important and if it is necessary to modify their ranges.

All screening designs support linear models and some support interaction models.

The designs you can select with interaction models, i.e. all interactions, are the full
factorial, the fractional factorial, Rechtschaffner, and D-Optimal designs of resolution
V. Fractional factorials of resolution V are supported for up to 12 factors.

MODDE supports the following screening designs:

Full factorial designs
Full factorial designs can be created at 2 or more levels.

These designs comprise all the possible combinations of the factor levels. For p factors
at 2 levels you need N =27 runs. Full factorial designs are orthogonal (balanced)
designs. Hence, the estimated effect of a factor is independent of the effects of all other
factors.

Full factorials with one or more factors at more than two levels are called Full Factorial
Mixed.

Fractional factorial designs

Fractional factorial designs are 2 level designs with resolution III, IV, V or more.

These designs are balanced subsets (fractions) of the full factorials. The resolution of
the design depends on the size of the subset, i.e. the number of runs selected. The
possible resolutions are:

e  Resolution III designs where main effects are confounded with 2 factor
interactions.

e Resolution IV designs where two factor interactions are confounded with
each other.

e Resolution V designs where main effects and all two-factor interactions are
clear of each other (unconfounded). MODDE supports resolution V designs.

With both resolution III and IV designs, you can only select the linear model. You may
edit the model and enter selected interactions. In that case, you may have to edit the
generators of the design.

With resolution V designs, MODDE generates the interaction model.
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The default generators used by MODDE for fractional factorial designs are those
recommended by Box, Hunter and Hunter (page 410). You may edit and change the
generators in the Generators dialog available on the Design tab and by clicking
Settings on the Select model and design page in the Design Wizard. When you
update the confounding, MODDE will warn you if some of the effects in your model
are confounded with each other, i.e. if your model is singular.

Three level fractional factorial designs

Fractional factorial designs at three levels are fractional factorial designs from the
Graeco-Latin square family. The available designs are:

e L9: design with up to 4 factors at three levels.
e [.27: design with up to 13 factors at three levels.
e [36: design with 5 to 13 factors at three levels.

e L18is called mixed as it has one factor at 2 levels and up to 7 factors at three
levels.

With these 3 level designs MODDE (objective = screening) lets you select only the
linear model, because these designs do not support interactions. In Edit model you
may edit the model and include square terms.

Generalized Subset Designs

The generalized subset designs, GSD, is a new entry in MODDE providing a
possibility to accomplish reduced designs even when handling multiple multilevel
factors. This design setup generates a series of reduced designs, subsets, that are
logically linked, such that, when combined, all subsets will add up to a full multilevel
multifactorial design where all factor combinations are encoded by the global design.
Conceptually, the output of GSD is similar to how two-level fractional factorial
designs represent complementary reductions of two-level full factorial designs.

For more, see the Generalized Subset Designs section in the Generalized subset
designs appendix.

Reduced combinatorial designs

Reduced combinatorial designs are generated from a strict combinatorial perspective in
order to create a reduced design with a balanced distribution of all factor settings. The
algorithm selecting the points treats multilevel and qualitative factors equally.

The default start for an RC design is a linear model and the proposed number of
experiments are a minimalistic proposal according to the number of degrees of
freedom required by the model. More complex models with higher order terms can be
specified and RC designs with sufficient number of runs created.

The evaluation of the design quality is done with G-efficiency and Condition number
in MODDE.

The algorithm for reduced combinatorial optimizes the J> (Hongquan Xu (2002))
criteria, described as a function that aims to reach as close to an orthogonal array as
possible. The resulting design may include more replicated (duplicated) runs than
specified, due to the properties of this algorithm. Receiving some duplicates is a trade-
off between a fast and functional algorithm and the optimally reduced combinatorial
design.
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Hint: To find duplicates, add a random response (run order) to the Worksheet and on
the Worksheet tab click Replicates and look for the blue plot symbols. If there are
more replicates than desired, either exclude them, or create a design with more runs
and exclude replicates. Carefully evaluate the condition number for the final design.

Stability testing design

A pharmaceutical product in storage may change its quality characteristics with time.
Hence, it is important to know how well a product retains its quality characteristics
over the life span of the product. A product is considered stable as long as its quality
characteristics remain within specifications. The shelf life of a product corresponds to
the number of days it remains stable at the recommended storage conditions. The
process of collecting experimental data for estimating and verifying a product's shelf
life is called stability testing.

For more, see the Stability testing design section in the Generalized subset designs
appendix.

Plackett Burman designs

Plackett Burman designs are fractional factorial designs of resolution III, generated
with 4, 8, 12, 16, 20, 24, and 28 and more runs. Plackett Burman designs support only
linear models; i.e. you cannot estimate any two-factor interactions.

Plackett Burman Super-Saturated designs

Plackett Burman Super-Saturated designs, PBSS, are fractional factorial designs of
resolution II, generated with 4, 6, 8, 10, 12, 14, 16, and 18 runs. A super-saturated
design is a Resolution II design with fewer runs than factors. Main effects are
confounded with main effects. It is assumed that only very few of the factors
investigated are active.

D-Optimal designs

D-Optimal designs are computer generated designs that maximize the determinant of
the X'X matrix, X being the extended design matrix.

D-Optimal designs are available for all objectives.

For more see the D-Optimal designs section later in this chapter.

Onion designs

Like regular D-Optimal designs, D-Optimal Onion designs can be used both in
screening and in RSM with quadratic models. The Onion designs comprise layers of
designs, usually D-Optimal, where the outermost layer determines which type of model
(linear, interaction or quadratic) that the Onion design supports. For more see the D-
Optimal onion designs section later in this chapter.

Rechtschaffner designs

Rechtschaffner designs are orthogonal, saturated fractions of resolution V of the 2" and
3" factorial designs. They allow the estimation of all main effects and all first order
interactions without confounding. They are saturated designs, with no degrees of
freedom remaining for the estimation of residuals and diagnostics.
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The 2" Rechtschaftner designs are well suited when the objective is screening, with 6
or more factors, and little knowledge about the importance of each individual first
order interaction. In this case it is of interest to estimate all first order interactions,
unconfounded, and then eliminate the insignificant (small) ones, hence recovering
some degrees of freedom for diagnostics and residual analysis.

The required number of runs N for the 2" Rechtschaffner designs with k factors is:
N=I+k+kk-1)2

It is recommended to add 3 to 4 center points to these designs.

RED-MUP designs

The RED-MUP designs are custom designs developed for the use with 96 well plates
(see figure) and larger (384, 1536, etc.). These are widely used platforms for
experimentation in biochemistry, microbiology, pharmaceutical development, etc.,
with some special properties (buildable and extendable to other factor intervals). The
RED-MUP designs consist of two sub-designs corresponding to the vertical and
horizontal directions of the plates, i.e., 8 and 12, respectively, for 96-well plates. The
total design is made by multiplying the two sub-designs together. Hence, this total
design supports a model with all interactions between the factors in the sub-designs,
plus from each sub-design, the main effects, and when these sub-designs so support,
interactions, and quadratic effects.

Below, we use nl and n2 for the number of rows and columns in the plate, i.e., 8 and
12 in a 96 hole plate. A 96-well plate can handle from 5 full “RSM factors” up to 18
factors for a stretched screening situation.

The layout of a 96 well plate has 8 rows and 12 columns. Hence, the vertical direction
has n1 = 8, and the horizontal direction has n2 = 12.

If both sub-designs support only main effects, using for example Plackett Burman sub-
designs, up to nl + n2-2 factors can be investigated, i.e., up to 18 factors in a 96 well
plate. Such a sparse design without center points is not recommended. More reliable
designs with center points in the larger sub-design would allow n1-3 + n2-5 =nl + n2-
8 factors, i.e., 12 factors for a 96 well plate.

When specifying the RED-MUP design, it is important to distribute the factors over the
two sub-designs (vertical and horizontal) so that (a) the actual experimental protocol
remains simple and doable, (b) the sub-designs and final design make
chemical/biological/engineering sense, and (c¢) a-priori interesting interactions and
higher order terms can be estimated. Note that all the interactions between each of the
factors in the vertical design and each of the factors in the horizontal designs can
always be estimated. Hence, factor pairs for which interactions are expected should be
split into the two sub-designs. Then their interaction can always be estimated,
regardless of choice of sub-design.
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Special designs

When selecting to create a RED-MUP design, there are special designs for the 96 well
plates (8 x 12) which aim to make better use of the plate.

Definitive screening designs

Definitive screening designs are available when there are at least 4 regular quantitative
factors and no other factor types. These designs are parsimoneous and the minimum
number of runs is 2%+1 (excluding replicates) for k factors. With definitive screening
designs all factors are performed at 3 levels. The default regression model is a model
with linear and quadratic terms, but no two-factor interactions. It should be observed
that the quadratic terms are partially correlated and that these correlations increase with
increasing number of factors in the investigation.

RSM designs

RSM designs are used in later stages of an investigation to develop more elaborate
models (quadratic) in the few important factors, usually not more than 5 or 6.

MODDE supports the following RSM designs:

Full factorial design at three levels

Full factorial design at three levels is the full factorial design, with every factor varied
at three levels.

Central composite designs CCC, CCO and CCF

The three central composite designs available in MODDE are the Central Composite
design Circumscribed (CCC), Orthogonal (CCO) and Face Centered (CCF). CCO is
recommended thanks to its advantage as a compromise between CCF, which only has
3 levels, and CCC, which star points may end up impractically far away from the Low
and High settings.

MODDE supports CCC, CCO and CCF designs for up to 12 factors.

These designs are composed of:
e A full or fractional factorial design.
e  Star points.

e  Replicated center points.

MODDE also supports a reduced CCC and CCF for four factors, with the fractional
part of the design reduced from 16 to 12 runs.

Note that with the CCC and CCO designs you may edit the model and include

cubic terms, if you wish.

Box Behnken designs

Box Behnken designs are three level designs. All the design points are located at the
center of the edges of the cube or hypercube, and are all situated on the surface of a
sphere.

D-Optimal designs

D-Optimal designs are computer generated designs that maximize the determinant of
the X'X matrix, X being the extended design matrix.

D-Optimal designs are available for all objectives.

301



MODDE 12

For more see the D-Optimal designs section later in this chapter.

Onion designs

Like regular D-Optimal designs, D-Optimal Onion designs can be used both in
screening and in RSM with quadratic models. The Onion designs comprise layers of
designs, usually D-Optimal, where the outermost layer determines which type of model
(linear, interaction or quadratic) that the Onion design supports. For more see the D-
Optimal onion designs section later in this chapter.

Rechtschaffner designs

Rechtschaftner designs are orthogonal, saturated fractions of resolution V of the 2" and
3" factorial designs. They allow the estimation of all main effects and all first order
interactions without confounding. They are saturated designs, with no degrees of
freedom remaining for the estimation of residuals and diagnostics.

The 3" Rechtschaffner designs are well suited for the RSM objective with 6 or more
factors as they require fewer runs than the classical CCC or CCF non saturated designs.
The intent with these designs is to estimate quadratic terms but performing fewer runs
than with CCC or CCF. Eliminating insignificant terms, after performing the
experiments, results in recovering some degrees of freedom.

The required number of runs N for the 3" Rechtschaffner designs with k factors is:
N=1+2k+k(k-1/2

It is recommended to add 3 to 4 center points to these designs.

RED-MUP designs

The RED-MUP designs are custom designs developed for the use with 96 well plates
(see figure below) and larger (384, 1536, etc.). These are widely used platforms for
experimentation in biochemistry, microbiology, pharmaceutical development, etc.,
with some special properties (buildable and extendable to other factor intervals). The
RED-MUP designs consist of two sub-designs corresponding to the vertical and
horizontal directions of the plates, i.e., 8 and 12, respectively, for 96-well plates. The
total design is made by multiplying the two sub-designs together. Hence, this total
design supports a model with all interactions between the factors in the sub-designs,
plus from each sub-design, the main effects, and when these sub-design so support,
interactions, and quadratic effects.

The RED-MUP designs are well suited for the RSM objective with up to 5 or 6 factors.
The intent with these designs is to get a precise model that can be used for optimization
and for detailed understanding.

The maximum number of “RSM factors” depends on the sizes of the sub-designs. An 8
run sub-design, e.g., a Dochlert design with 2 center points, supports 2 “RSM factors”
(1 constant, 2 linear, two quadratic, and one interaction terms), and a 12 run sub-
design, e.g., a three level Rechtschaffner design with 2 center points, supports 3 “RSM
factors” (1 constant, 3 linear, 3 quadratic, and 3 interaction terms) for a total of 5
“RSM factors” for a 96-well plate.

Mixed objective

Since the RED-MUP designs are constructed from two sub-designs, one of these can
be an RSM design and the other a screening design. In such a case the objective is said
to be mixed.
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Special designs

When selecting to create a RED-MUP design, there are special designs for the 96 well
plates (8 x 12) which aim to fill up the plate.

Doehlert designs

The Dochlert designs are quadratic RSM designs with some special properties
(buildable and extendable to other factor intervals). They allow the estimation of all
main effects, all first order interactions, and all quadratic effects without confounding.
They are saturated designs with similar properties to the CCF, CCO and CCC designs.
Geometrically they are polyhedrons based on hyper-triangles (simplexes), with a
hexagon in the simplest two-factor case.

Docehlert design in 2 factors with 6 runs + center points can be extended to a new
design by adding 3 experiments. Usually also one or two new center points are added
in the new design (i.e., in the figure the right-most point in the old design).

0]

o]

The Doehlert designs are well suited for the RSM objective with up to 5 or 6 factors
(respectively 33 and 45 runs with 3 center points). The intent with these RSM designs
is to get a precise model that can be used for optimization and for detailed
understanding.

The required number of runs N, except for replicated center points, for the quadratic
Doehlert designs with k factors is:

N=1+k+k

It is recommended to add 3 to 4 center points to these designs.
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Designs for mixture factors

In a mixture experiment the responses of interest depend only on the relative
proportions of the components (called mixture factors) that make up the mixture or
formulation. Hence, the sum of all the mixture factors is a constant 7, usually equal to
1 when no mixture factors are kept constant.

Mixture and process factors

Mixture factors are expressed as the fraction of the total amount of the formulation.
Their experimental ranges lie between 0 and 1.

Regular factors (i.e., temp, pH, etc.) that are not part of the mixture or formulation are
referred to as process factors. These are expressed as amounts or levels, and can be
either quantitative (measured on a continuous scale) or qualitative (have only

discrete values).

MODDE supports both mixture and process factors in the same experiment.

Mixture factors definition

A mixture factor can be a formulation factor or a filler factor. Only one mixture factor
can be defined as filler.

Formulation factor

Formulation factors are the usual mixture factors used in formulations with specifically
defined experimental ranges. Most mixture experiments have only formulation factors.
Filler factor

The presence of filler is typical of certain types of simple mixture experiments. For
example in a synthesis the solvent is typical filler, as is water in a juice punch. A filler
is a mixture component, usually of little interest, making up a large percentage of the
mixture, and added at the end of a formulation to bring the mixture total to the desired
amount.

It is recommended to define a mixture factor as filler when all three conditions below
are fulfilled;
e  The factor is always present in the mixture,

e The factor accounts for a large percentage of the mixture and there is no
restriction on its range. It is added at the end to bring up the mixture total to
the desired amount (usually 1 when no mixture factors are kept constant),
and

e  You are not interested in the effect of the filler per se.
When you specify a filler factor, MODDE checks that these conditions are met and
defaults to a slack variable model, with the filler factor omitted from the model.
Use

All mixture factors are controlled or constant. The Uncontrolled option is unavailable
for both formulation and filler factors.

Formulation factors can be defined as Constant when you want to keep them constant
in the experiment.
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When mixture factors are constant, the mixture total 7= 1 - Sum (constant mixture
factors). When no formulation factors are defined as constant, the mixture total has to
be equal to 1. MODDE issues an error message and stops whenever the mixture total is
not equal to T or 1.

Note: A filler factor cannot be Constant.

Scaling

Mixture factors are always unscaled when you fit the model with MLR. When you fit
the model with PLS, all mixture factors are scaled to unit variance.

Note: When the mixture region is regular, mixture factors are first transformed to
pseudo components, and then scaled with PLS models.

Mixture constraint

In a mixture experiment the mixture total (i.e. the sum of all the mixture factors in the
experiment) is equal to a constant 7. The mixture Total T is generally equal to 1 when
no mixture factor is kept constant. This mixture constraint implies that the mixture
factors are not independent, and this collinearity has implications on the mixture
experimental region, the mixture designs, and the mixture model formulation.

Mixture experimental region

When all mixture factors vary from 0 to 7' (the mixture total), the shape of the
experimental region is a Simplex. With constraints on their ranges, the experimental
region is usually an irregular polyhedron inside the simplex. In some constrained cases,
as for example, with lower bounds constraints only, the experimental region is a small
simplex inside the original simplex. See Crosier (1984).

MODDE checks for consistent bounds, and computes
Ru=3U-T,

R.=T-3%L.

Li and Ui are the lower and upper bound of the i mixture factors.

From R., Ru and R; (the range of every formulation factor) MODDE determines if the
experimental region is a Simplex (the L simplex oriented as the original one, or the U
simplex with opposite orientation) or an irregular polyhedron.

Regular region pseudo components transformations

When the mixture region is the L or U simplex, MODDE defaults to transforming the
mixture factors to pseudo component to make all their ranges vary between 0 and 1.
This is very similar to orthogonal scaling of process factor, to make their ranges vary
between -1 and +1.

With a regular mixture region, MODDE uses classical mixture designs.

The design is expressed in pseudo components and the worksheet is of course always
displayed in original units.

The analysis is performed on the mixture factors transformed to pseudo component, as
the coefficients of the Cox model can then be directly interpreted as the mixture factors
effects.
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Region is the L simplex

When the mixture region is the L simplex, the L pseudo component transformation is
defined as

Pi=(Xi-L)/ (Ru).

The transformed mixture factors P; vary from O to 1.

Region is the U simplex

When the mixture region is the U simplex, the U pseudo component transformation is
defined as:
Pi=(Ui-X)/(Ru)

The transformed mixture factors P; vary from 0 to 1, but in this case the new simplex
in the P's has an opposite orientation to the original simplex in X, that implies that
effects in P are reversed from those in X.

Classical mixture designs

When all factors are mixture factors and the shape of the region is a simplex, the
designs available in MODDE are the following classical mixture designs (all classical
mixture designs are displayed in pseudo components in the design matrix, and by
default the analysis is done with the formulation factors transformed to pseudo
components).

Screening designs

MODDE provides three variants of the axial design. Axial designs locate all the
experimental points on the axis of the simplex and are recommended for screening, see
Snee (references).

Standard Axial (AXN)

The standard axial design includes the following 2 * g + m runs (¢ = number of
mixture factors, m centroid points as specified by user).

1. All the q vertex points. The coordinates of the i Vertex point is
xi=(0,0,0..1,0,0..).
2. All q interior points of the simplex. The coordinates of the ih Interior point is
xi = (1/2q, 1/2q, 1/2q,..(q+1)/2q, 1/2q, 1/2q..).
3. The overall centroid of the simplex with coordinates
x = (1/q, 1/q,....., 1/q..) replicated (m-1) times.
Extended Axial (AXE)

The extended axial design includes the following 3*q +m runs (q = number of mixture
factors, m specified by user).

1. All the q vertex points. The coordinates of the i Vertex point is xi = (0, 0,
0..1,0,0..).

2. All q interior points of the simplex. The coordinates of the i Interior point is
xi = (1/2q, 1/2q, 1/2q,..(q+1)/2q, 1/2q, 1/2q..).

3. All the q End points. The coordinates of the i" End point is
xi = (1/(q-1), 1/(q-1), 1/(q-1), 0, 1/(q-1), 1/(g-1)..).

4.  The overall centroid of the simplex with coordinates
x = (1/q, 1/q,....., 1/q..) replicated (m-1) times.
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Reduced Axial (AXR)

The reduced axial design includes the following (q+m) (specified by user) points:
1. All the q vertex points.
2. A subset or none (specified by user) selected from the q interior points.

3. The overall centroid replicated as desired.

RSM

MODDE provides 2 variants of the quadratic model designs, one special cubic and one
cubic. The simplex centroid design has all the experimental points on the vertices, and
on the center of the faces of consecutive dimensions.

Modified simplex centroid (SimM)

The modified simplex centroid design supports a quadratic model and includes the
following:

1. The q vertex points. The coordinates of the i Vertex point is
xi=(0,0,0..1, 0, 0..).

2. The (q (g-1))/2 Edge centers. The coordinates of the ij™ edge point is xij = (0,
0,1/2,1/20,0..).

3. The q Interior check points. The coordinates of the it interior point is x; =
(1/2q, 1/2q, (q+1)/2q, 1/2q, 1/2q..).

4.  The overall centroid with coordinates x = (1/q, 1/q,...1/q), replicated as
desired.

Modified simplex centroid Face center (SimF)

The modified simplex centroid face center design supports a quadratic model and
includes the following:

1. The q vertex points. The coordinates of the it Vertex point is
xi=(0,0,0..1,0,0..).

2. The (q (g-1))/2 Edge centers. The coordinates of the ij* edge point is xij = (0,
0,1/2,1/20,0..).

3. The q Face centers of dimension (q-1). The coordinates of the i face center
is: (1/9-1, 1/9-1,..,0, 1/g-1..1/g-1).

4.  The q Interior check points. The coordinates of the i interior point is xi =
(1/2q, 1/2q, (q+1)/2q, 1/2q, 1/2q..).

5. The overall centroid with coordinates x = (1/q, 1/q,...1/q), replicated as
desired.

Simplex centroid Special Cubic (SimSC)

The simplex centroid special cubic design supports a special cubic model and includes
the following:

1. The q vertex points. The coordinates of the i Vertex point is
xi=(0,0,0..1,0,0..).

2. The (q(qg-1)) 1/3, 2/3 Edge points. The coordinates of the ij*" edge point is
xij=(0, 0, 1/3,2/3,0,0..), xji = (0, 0, 2/3, 1/3, 0, 0..).

3. The q(q-1)(q-2)/6 Face centers of dimension 2. The coordinates of the i
face center is (0, 0, 0, 1/3, 1/3, 1/3..0, 0, ).
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4. The q Interior check points. The coordinates of the i interior point is xi =
(1/2q, 1/2q, (q+1)/2q, 1/2q, 1/2q..).

5. The overall centroid with coordinates x = (1/q, 1/q,...1/q), replicated as
desired.

Simplex Centroid Cubic (SimC)
The simplex centroid cubic design supports a cubic model and includes the following:

1. The q vertex points. The coordinates of the i Vertex point is
xi=(0,0,0..1,0,0..).

2. The(q(q-1)) 1/3, 2/3 Edge points. The coordinates of the ij edge point is
xij = (0, 0, 1/3, 2/3, 0, 0..), xji = (0, 0, 2/3, 1/3, 0, 0..).

3. The q(q-1)/2 Edge centers. The coordinates of the i edge center is xi = (0, 0,
0, 1/2,1/2,0...0).

4. The q(q-1)(g-2)/6 Face centers of dimension 2. The coordinates of the ih
face center is (0, 0, 0, 1/3, 1/3, 1/3..0, 0, ).

5. The q Interior check points. The coordinates of the i interior point is x; =
(1/2q, 1/2q, (q+1)/2q, 1/2q, 1/2q..).

6. The overall centroid with coordinates x = (1/q, 1/q,...1/q), replicated as
desired.

D-Optimal designs

What are D-Optimal designs?

D-Optimal designs are computer generated designs, tailor made for a specific
problem. They allow great flexibility in the specifications of your problem. They are
particularly useful when you want to constrain the region and no classical design
exists.

“D-Optimal” means that these designs maximize the information in the selected set of
experimental runs with respect to a stated model.

For a specified regression model Y = X*p + & where:
Y is a (N x 1) vector of observed responses,

X is a (N x p) extended design matrix, i.e. the n experimental runs extended with
additional columns to correspond to the p terms of the model (i.e., the added columns
are for the constant term, interaction terms, square terms, etc.)

B (beta) is a (p x 1) vector of unknown coefficients to be determined by fitting the
model to the observed responses.

€ (epsilon) is a (N x 1) vector of residuals (the differences between the observed and
predicted values of the response y). They are assumed to be independent of each other,
normally distributed and with constant variance >

The D-Optimal design maximizes the determinant of the X'X matrix, which is an
overall measure of the information in X. Geometrically; this corresponds to
maximizing the volume of X in a p dimensional space.
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Candidate set

D-Optimal designs are constructed by selecting N runs from a candidate set. This
candidate set is the discrete set of “all potential good runs”.

MODDE generates the candidate set as follows:

I) For a regular process region, the candidate set consists of one or more of the
following sets of points (depending on your model and the number of factors):

e The full factorial for up to 10 factors, reduced factorial for up to 32 factors.
e Centers of edges between hyper-cube corners.

e  Centers of the faces of the hyper-cube.

e Overall centroid.

II) For constrained regions of mixture and/or process factors, the candidate set consists
of one or more of the following set of points:

e The extreme vertices of the constrained region.

e The centers of the edges. If these exceed 200, the centers of the 200 longest
edges.

e  The centers of the various high dimensional faces.

e  The overall centroid.

MODDE has implemented an algorithm to compute the extreme vertices, center of
edges, center of faces etc. as described by Piepel (1988).

When do | use D-Optimal designs?

Whenever possible you should use classical designs and these are the default designs
of MODDE. However when classical designs are impossible to apply, D-Optimal
designs are the preferred choice.

MODDE suggests a D-Optimal design when:

1. There is a linear constraint on the factor settings, reducing the experimental
region to an irregular polyhedron. There are no classical designs that can
well investigate an irregular region. A D-Optimal design is then the
preferred choice as it makes efficient use of the entire experimental space.

2. There are formulation factors, with lower and upper bounds, and possibly
additional constraints, making the region an irregular polyhedron.

3. There are qualitative factors, with more than two levels and there is no
mixed level design available. Or the mixed level design suggests too many
runs to be acceptable.

4. The objective is RSM and there are qualitative factors.

The number of experimental runs affordable is smaller than the number of
runs of any available classical design.

6. Both process and mixture factors are present.
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D-Optimal algorithm

D-Optimal designs have been criticized for being too dependent on an assumed model.
To reduce the dependence on an assumed model, MODDE has implemented a
Bayesian Modification of the K-Exchange algorithm of Johnson and Nachtsheim
(1983), as described by W. DuMouchel and B. Jones in “A Simple Bayesian
Modification of D-Optimal designs to reduce dependence on an Assumed Model”,
Technometrics (1994).

With this algorithm one can add to the “primary terms” i.e. the terms in the model,
“potential terms”, i.e. additional terms that might be important. The objective is to
select a D-Optimal design, rich enough to guard for potential terms, and enable the
analysis to detect possibly active ones.

In order not to increase the number of runs N, and to avoid a singular estimation, one
assumes that the coefficients of the potential terms are likely to have a mean of 0 and a
finite variance (tau, 1)%.

Implementation of the D-Optimal algorithm in MODDE

K-exchange algorithm

The k-exchange algorithm is a compromise between the exchange algorithm of Wynn
(1972) with k= 1 and the Federov algorithm with £ = N (the selected number of runs).
In MODDE £ is set to 3, that is at every iteration of the procedure, the algorithm
considers an exchange between k£ = 3 points in the design with the smallest prediction
variance and points in the candidate set. If any exchange increases the determinant, the
point(s) (up to 3) are exchanged.

Variance of the coefficients of the potential terms
As recommended by W. DuMouchel, tau, , is set to 1 in MODDE.

Potential terms

Potential terms are higher order terms not included in the model but taken into account
during the creation of the candidate set. Potential terms are default added but can be
removed by clearing the Use potential terms box.

Depending on the number of factors, the objective and the model, MODDE adds the
following potential terms:

Process Factors with constraints

Screening
Factors Model Potential terms
2-12 Linear All interactions
2-12 _Linear)_r All squares

interactions

RSM
Factors Model Potential terms
2-8 Quadratic All cubes
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Process Factors without Constraints

Screening
Factors

2-20

21-32

2-17
RSM
Factors
2-6
7-12

Mixture Factors and

Screening

Factors
2-20
RSM

Factors

2-12

Model

Linear

Linear

All interactions

Model

Quadratic

Quadratic

irregular regions

Model

Linear

Model

Quadratic
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Potential terms

All interactions
Interactions
between the first 20
factors

All squares

Potential terms
All cubes

None

Potential terms

All squares +
interactions

Potential terms

All cubes

Note: No potential terms are added for investigations with all factors defined as

qualitative.

Design evaluation
To evaluate and compare D-Optimal designs, MODDE computes the following

criteria;

LogDetNorm

The log of the determinant of X’X normalized for number of terms in the model p, and

number of runs N.

This is the criterion used, by default, to select the best design. MODDE selects the

design with the largest value (closest to 0) of LogDetNorm.
LogDetNorm = Logl0 [Det(X'X)"? / N]

The maximum value of LogDetNorm, for an orthogonal design, is 0.

LogDet

The Log of the determinant of the XX matrix
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Condition No

The condition number of the X design matrix coded orthogonally and extended
according to the model.

G efficiency

G efficiency is a lower bound on D efficiency, which compares the efficiency of a D-
Optimal design to a fractional factorial.

G efficiency is defined as:

Geff'= (100 *p) / (n *d)

Where

p = number of terms in the model
n = number of runs in the design

d = maximum relative prediction variance v over the candidate set, where the
prediction variance v = x(X'X)/x’
x = arow in the candidate set

X = the selected design

Inclusions and desigh augmentation

MODDE allows you to specify a set of experimental runs as Inclusions specified
under Design | Inclusions. If you enter experiments in Inclusion before creating your
design these runs are by default a part of the resulting D-Optimal design.

Inclusions are useful for design augmentation. If you already have performed a few
experiments, and want to add M additional experiments, add the old experiments in
Inclusions, ask for N + M runs and state the desired model. The M runs are selected D-
Optimally from the candidate set with respect to your model.

For more on design augmentation see the Complement design section in Chapter 4,
File.

Note: All of these statistics are computed from the runs selected D-optimally and do
not include the possible center points added to the worksheet.

Irregular region

Screening

When the mixture region is an irregular polyhedron, MODDE computes the extreme
vertices (corners) delimiting the region. These extreme vertices constitute the candidate
set and the centers of the high dimensional faces are added to support potential

terms. The design is a D-optimal selection of N (specified by user) runs from the
candidate set.

RSM

MODDE computes the extreme vertices, 1/3, 2/3 centers of edges, centers of faces of
dimension (g-1) and the overall centroid of the experimental region. When there are
too many extreme vertices, only the centers of the 25% longest edges are computed.
These experimental points constitute the candidate set.

The design is a D-Optimal selection of N runs (specified by the user) from the
Candidate set.
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Pseudo component transformation

You can always select to have the mixture factors expressed in pseudo components for
the analysis. MODDE uses the L pseudo component transformation when R. <Ry and
the U pseudo component when Ry < R;.

Pseudo component transformation is the MODDE default when the method of fit is
MLR as it stretches the experimental region and alleviates the problem of ill
conditioning.

Note: All mixture designs are displayed in pseudo components.

Mixture models

Because of the mixture constraint, (the mixture factors are not independent) the
analysis of mixture data with multiple regression requires a special model form.

The traditional approaches have been:

e Defining the model omitting one mixture factor, hence making the others
independent. This is the slack variable approach.

e  Omitting some terms from the model, so that the terms remaining in the
model are independent. This is the Scheffé model, with the constant term
removed from the linear model and the quadratic terms removed from the
quadratic model.

e  Using the complete model including all the mixture terms, but putting
constraints on the coefficients to make them estimable. This is the Cox
reference model, and the constraints on the coefficients are defined with
respect to a standard reference mixture. This standard reference mixture
serves the same function as the centering constant with process variables
models.

Process and mixture factors together

When you have both process and mixture factors, you can select to treat them as one
model, or to specify separate models for the mixture factors, and the process factors.

With both mixture and process factors, the only model form available is the Cox
reference mixture model.

When the model obeys mixture hierarchy, the PLS coefficients are expressed relative
to a stated standard reference mixture. The following constraints are imposed on the
coefficients:

For linear models

>bisk=0
For quadratic models
Ybisk=0(1)

>ckibisk =0 fork=1,....,g (1) and forj = 1,...,q (2)
Here cxy =1 whenj #k and cxy =2 when k =.

sk are the coordinates of the standard reference mixture.

If'y (gamma) are the coefficients of the interactions between the process and mixture
factors:

> Vsk=0
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Note: When the model contains terms of order 3, or contains qualitative and
Sformulation factors, the PLS coefficients are not adjusted relative to a stated standard
mixture.

D-Optimal Onion designs

Onion designs can be created for regular process factors, using an imported candidate
set, using scores from SIMCA as design variables, or letting MODDE create the
candidate set from the factor setup.

When importing scores, the scores are automatically loaded from the SIMCA usp-file,
and the candidate set for the Onion design is comprised of all objects (rows) in the
workset of the SIMCA model selected as the basis of the Onion design.

The design is made in a number of layers (shells), with a separate D-optimal design for
each layer. Typically the number of layers is two or three.

D-Optimal onion designs are similar to space filling designs in that design points are
situated also in the interior of the design space.

D-Optimal onion designs are available in MODDE only when the factors are
quantitative.

Observations in the candidate set are sorted by their distance to the center of the
multivariate space, expressed as percentiles from the center.

The candidate set is then divided into layers, by default three, layer one being the
innermost layer and layer three the outermost layer.

A D-Optimal design is then performed on each layer separately and the final design
and worksheet includes all the runs selected D-Optimally in each layer. This makes the
selected runs fill the multivariate design space.

The model and the number of runs in each layer as well as the percentile of
observations included in each layer can be specified by the user.

The D-Optimal onion design selects runs from each layer separately, ensuring that the
design will have points that fill the space.

SIMCA-P+ 12 or later needs to be installed.

Screening onion designs

When the objective is screening, two D-Optimal Onion design are available. The
recommended design has a full interaction model in the outer layer. The second choice
is with a linear model in the outer layer.

The default number of layers (three when the candidate set allows it) can be changed
from the Layer box. The outer layer is the last layer, and the innermost layer is number
1. The maximum allowed number of layers is default 10. You can change the Max
number of layers in onion designs in File | Options on the MODDE options page in
the General section.

For more about D-Optimal designs, see the D-Optimal section earlier in this appendix.

RSM onion designs

When the objective is RSM, the quadratic D-Optimal Onion design is available. The
recommended design has a full quadratic model in the outer layer.
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The default number of layers (three when the candidate set allows it) can be changed
from the Layer box. The outer layer is the last layer, and the innermost layer is number
1. The maximum allowed number of layers is default 10. You can change the Max
number of layers in onion designs in File | Options on the MODDE options page in
the General section.

For more about D-Optimal designs, see the D-Optimal section earlier in this appendix.

Candidate set

The D-Optimal onion design in MODDE is created from a candidate set. The candidate
set can be created by MODDE, imported from one of the supported file formats, or
imported from SIMCA.

Candidate set created by MODDE

When you have defined only process factors and enter the Select model and design
page, you can select to generate an Onion design.

MODDE will then create the same number of candidate sets as layers specified. The
high and low limits for each factor in the candidate set will be based on the percentile
defined for each layer.

E.g. for a factor with Low = -1 and High = 1 with the four layers, 0% — 15%, 15% —
30%, 30% — 75% and 75% — 100%, the candidate sets will be generated with the
low/high settings -0.15/0.15, -0.3/0.3, -0.75/0.75 and -1/1. The number of points
generated in each candidate set depends on the number of factors.

Candidate set imported from a file

For how to import a file as candidate set, see the Design from candidate set section in
Chapter 4, File.

After importing the candidate set, selecting an Onion design and selecting the intervals
(percentile) for the layers, the candidate set is divided into sub candidate sets for each
layer, based on the experiments distance. The most distant experiment will define
100% and the center will define 0%.

The distance of a specific experiment from the center is calculated as the “geometrical
distance”, i.e. the square root of the sum of squared factor values. The factors are
orthogonally scaled.

Candidate set from SIMCA

For how to import scores from SIMCA as design variables (factors), see the Design
from scores section in Chapter 4, File.

When you select to create an onion design, the candidate set is parted in layers.

When the main effects can be evaluated independently from one another (not
confounded) the perfect reduced design is an orthogonal array (OA). The classical 25P
fractional factorial designs are orthogonal arrays. When the factors have more levels
than 2 (i.e. a combination of 2, 5, 3, 2, 3 levels over 5 factors) the complexity when
creating an OA escalates considerably and the OA might not even exist. The concept of
OA dates back to Rao (1947).

To create a design with a reasonable number of runs, the concept of nearly orthogonal
arrays NOAs was invented and has been described by Wang and Wu (1992). The
concept used in MODDE to solve the problem in creating OAs and NOAs is called the
J2 algorithm, a fast and efficient algorithm for Design generation.
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Definition OA

Definition of orthogonal array (OA) can be found at
http://en.wikipedia.org/wiki/Orthogonal array (Wikipedia).

Definition of NOA

"Let Si be a set of s; levels denoted by 0, 1,...,si—1for1 i _ v for some positive
integer v. We define a nearly-orthogonal array NOA (I, s/, 57, ....s/%") to be an
array of size N x k such that k = kI + k2 + ¢« « + kv and the first k; columns have
symbols from S, the next k2 columns have symbols from Sz, and so on, such that the
array is optimal according to some criterion.", from Hongquan Xu (2002)
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Power of the design

This section describes how the power analysis is performed.

We will consider a regression situation with a dependent output variable, y (n x 1), that
is predicted from a set of independent predictors, X (n x p), such that (x;, y;), fori=1,
..., n denote our set of measurements.

Power denotes our ability to detect a significant effect, given that there is one. It is
often used to determine the number of runs that are required in a set of experiments in
order to be confident that we would detect a significant effect of a particular size.

In our case, with a multiple regression model, we are interested in determining whether
we have a sufficient number of runs to confidently detect whether at least one
regression coefficient is significantly different from zero (see details below), given that
it truly should be non-zero.

Power of the model
We have a linear regression model
Yy=x1p1+ %0+ +x,0, + &

where we predict y as

J=x1P1+ 2205+ +x,0,
and we want to test the null hypothesis that (Liu, 2014)

Ho:pr=pp==p, =0
against the alternative hypothesis that
Hy: B # 0, for atleastone j = 1,2, ..., p.

L.e., that at least one regression coefficient is significant. We will test this hypothesis
using an F-test.
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The F-test is
SSR _
oG _ SSR - d,
SSE  SSE - d,’
de

where d; = p is the degrees of freedom of the regression, and de = n — p is the number
of degrees of freedom of the error. The sum of squares of the regression is

n
SSR =) (9 - 7
i=1
— 1
y=-Xi=1Vi

where , and the sum of squares of the error is

n
SSE= ) (=90
i=1

The coefficient of determination, also called the multiple correlation coefficient, is
defined as

SSR
TSsT!

{2

where SST = SSR + SSE.
Then SSE = (1 — R?)SST, and the F-test may be written equivalently as
R d; _.d,
== }f-Z _—
1—R2%d, d,
Where /> = R’/(1 — R?) is called the effect size.

Under the alternative hypothesis, the F statistic follows a non-central F distribution.
The power of the F-test is then (Liu, 2014)

1-B=1-P(F4,4,(}) < Fi_aa,a,)

where Fdr!de (’Uis the non-central F distribution with center parameter, where d: and

de are the degrees of freedom and Fl'“'d?’*de is the critical F-value on the & level.
The center parameter, A, is computed as

A :fz(dr + de).

The interpretation is that, if the data is sampled many times and the regression model
refitted for each sampled data set, we would correctly identify at least one non-zero
regression coefficient 100(1 — )% of the time.

Thus, the model’s R?value must be known, in order to compute the effect size, which
in turn is required to compute the power. The R’ could be determined from previous
studies, or from experience or assumptions about the current study.

The power is computed using an estimated R? value, the o value and the total number
of runs in the currently selected design. The total number of runs is determined by the
selected design and the presence of center points.

Also, in order to plan the study, the power analysis also presents the suggested number
of runs, in order to achieve a power 1 — > 0.8.
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Post-hoc power analysis

The notion of post-hoc power (also called retrospective power, observed power or
achieved power) has received a great deal of criticism, much of it fair. In fact, the
notion of power is really only meaningful in the design phase of a study. If you set up a
study, it is relevant to ask yourself how many runs are required in order to confidently
detect an effect of a particular size. However, after the study has been performed, you
no longer have any questions like that. Now everything is fixed: your data is already
sampled, you have an actual number of runs that fell outside of the confidence range,
your null hypothesis is now actually declared either true or false, etc. This last point is
particularly important. We note that power is formally defined as (Zumbo and Hubley,
1998)

P(reject Ho|Ho is false),

i.e., the probability of rejecting the null hypothesis given that it is false. The post-hoc
power, on the other hand is defined as

P(Hois false|reject Hy),

i.e. the probability that the null hypothesis actually is false, given that we rejected the
null hypothesis. The relation between a priori power and post-hoc power thus follows
from Bayes’ theorem, and is

P(H, is false)

P(Hy is false|reject Hy) = P(reject Hy|H, is false) Plreject Hy)

A priori and post-hoc power are thus equivalent in the case when P(Hy is false) =
P(reject Hy), which may only happen in the limit as n—oo of the sample size. Note in
particular that this is very likely to be false for a single study.

The main critique against the post-hoc power analysis is thus the following: The power
states what is likely to happen in 100(1 — )% of all cases (e.g. if the study were
repeated many, many times). Your current study was performed once, and it is not
possible to compute a probability like this from a single sample. It is therefore not
possible to use the post-hoc power to interpret the power of the current study.

It is also common to falsely conclude that, if a result from a study was deemed non-
significant, f states the probability that this is a false negative. By extension, this
would imply that a significant result could have been obtained if more runs were
included. To be perfectly clear: This is a false claim. There is a relation between the
computed p-value and the power, and a non-significant p-value always correspond to a
low power (Hoenig and Heisey, 2001).

Nevertheless, the post-hoc power is sometimes used, and may sometimes be useful.
For instance, post-hoc power may be used in meta studies; and the post-hoc power is
sometimes used in order to design future studies, e.g. if you performed a pilot study
(Hoenig and Heisey, 2001; O’Keefe, 2007). MODDE therefore includes the post-hoc
power in the Descriptive Statistics list.

How high should the power be?

High power gives us confidence that we would detect a significant model if there is
one. Ultimately, the required power is determined for the study at hand, and depends
on the consequences of a false negative.

Conventionally, a power that is 1 — > 0.8 is typically said to be good (just as a is
typically set to 0.05), and is motivated by f = 4o (Cohen, 1988). A higher power is of
course better.
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Introduction

The optimizer works according to a given set of specifications and the specification of
the factors and responses are selected according to the desired result. Therefore, if the
response specifications are unrealistic, it might be impossible for the optimizer to reach
the best possible solution. With a good strategy and by using complementary tools,
such as contour plots, probability of failure estimates, sweet spot plots, Design Space
estimates, robust setpoint, setpoint analysis and the predicted min/predicted max values
listed in the Optimizer, a good understanding of the possible specifications can be
obtained. Note here that the most important consideration in order to obtain optimal
optimization results is to certify that the Pred. min and Pred. max range and the
response specifications at least partly overlap.

The optimizer is used to find an experimental setpoint that fulfills various criteria. The
optimizer uses a search function to find the best possible solution to an equation that
depends on a number of operating criteria.

This appendix describes the possibilities and limitations of the optimizer function. The
first part is a description of how the optimizer works and the second part discusses how
different objectives can be reached by selecting different start criteria for the
optimization.

Search function

The optimizer uses desirability functions, d, for each response, k=1, ...,m, and searches
for the combination of factor settings that predicts a result inside the response
specifications and as close as possible to the targets for all responses. When searching
for a solution with many criteria, the result will be a compromise between those
criteria. This compromise is expressed as the overall desirability function, f(ds), a sum
of all di. This compromise is also expressed as a normalized distance to target (D) for
all responses.

The success of the desirability function depends on the optimizer specification (Min,
Target, Max) and the selected Desirability objective (Limit/Target/Custom/etc.). It
must be possible to reach the optimizer objective for the current data in order for the
desirability function to succeed.

The search for a robust setpoint, Find robust setpoint, is based on Monte Carlo
simulations and is available if a setpoint can be found that predicts all responses within
their limits.
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Optimizer objectives

The optimizer can be set up for different objectives:

1. Limit optimization — where the objective is to reach a solution in which the
response is within the specification limits (Min and Max limits). This is the
default approach in MODDE.

2. Target optimization — where the objective is to reach a solution in which the
response is as close to target as possible. For the target optimization to work
properly, it is necessary that the response can be optimized close to or on
target; otherwise the search may end up with an unacceptable solution.

3. Custom optimization — user defined customization of the Target
optimization.

4.  Focus optimization — where the objective is to favor one or several responses
over the others; accomplished by manipulating the individual weights.

5. Robust setpoint — where the most robust setpoint is found. Depends on the
existence of a solution based on objectives 1-4.

To control the optimization, the overall desirability function, f(ds), plays a key role, as
well as reasonable limits and targets for the responses. The optimizer will strive to
reach the lowest possible value of the overall desirability function, f{ds), and will strive
to reach the lowest possible value. The shape of the function is controlled by the
settings of the criteria (Min, Target, Max) for each response and the choice of the dx
functions.

With weight 1, the lowest possible value of the individual desirability functions, dx, is -
100. Note that in the plots, the individual desirability function, dx, is translated to [-1,
0], so that a weight of 1 has a lowest possible value in the plot of -1, and so on. The
goal is to reach a minimum in the overall desirability function, f(ds).

Accessing the individual desirability functions

Open the Optimizer Properties window by clicking Optimizer settings in the
Optimizer window or right-clicking the Optimizer window and then click Properties.
Then click the Columns tab of the Optimizer Properties dialog box.

This presents additional columns for the optimizer. Once selected, the additional
columns will appear in the spreadsheet in the optimizer.
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Settings | Number format | Columns

Select which optimizer columns should be shown

Optimizer appendix

Y

- Objective
Show Weight Ne
Show Desirability Mo
- Setpoint
Show Prob. of failure Yes
Show Cpk Yes
Show Cp Ne
Show k' No
- Alternative setpoints
Show Prob. of failure Yes
Show Cpk Yes
Show Cp Mo
Show k' Mo

£ €€«

Llel<|<€

Show details

oK Cancel

Reset

Help

Note: For a weight change to have the expected result, the selected desirability needs

to be Target.

Limit optimization

The default function is an exponential desirability function. This means that the
desirability function decreases rapidly close to the limit and then flattens out. As a
consequence it will be easier to reach a compromise where all responses are inside the
specification limits but may not be as close to the desired target as is possible.

Custom Desirability

Desirability for Fuel
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Reset

(®) Exponential

Cancel
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When Weight = 1 the desirability function reaches the lowest possible value just inside
the specification limit. This works well to find a compromise when many responses
strive to be inside the specification limits. A possible drawback can be that the
optimizer will not drive the solution to the Target even when that is possible. There is
also no relative symmetry in the function as it depends on the limit — target distance as
shown in the plot above.

Target optimization

The quadratic function corresponds to Target optimization, meaning that a response is
expected to reach the target or be close to the target.

If that is not possible, the optimizer might find a solution that will predict some
responses very close to target and some outside the specification limits. In such a case,
a good recommendation is to start with the exponential desirability functions (i.e. Limit
optimization) and proceed with Target optimization to reach inside the given
specifications.

Custom Desirability

Desirability for Fuel

210 220 230 240 250 260 270

Fue
Maximize formula:  0.00 +0.20%K +0.80%X~2 Weight: | 1 (®) Quadratic
(_) Exponential
Minimize formula: ~ 0.00 +0.20%X +0.80%X "2
Reset Cancel

In Target optimization, the desirability function has a quadratic form and can be
customized by adjusting the dots. The dots correspond to the optimizer specifications
(Min, Target, Max), the predicted min and max (the extreme points) and a setting in
the middle of the specification and predicted ranges for Min and Max.

Customized desirability function

It is possible to change the shape of the quadratic desirability function at the nodes
represented by the blue dots. A function like the one in the following figure will favor
solutions inside the upper specification limit and will reach a solution from that
direction.

To access the Custom Desirability plot the Desirability column needs to be shown on
the Objective page in the Optimizer window. See the Optimizer columns subsection in
Chapter 12, Optimizer for details.
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Custom Desirability

Desirability for Fuel

Target
hila;

210 220 230 240 250 260 270

Maximize formula:  0.56 +0.08%X +0.35"X~2 Weight: | 1

Minimize formula:  -5.87 +6.07%X +0.80%X "2

Reset Cancel

Focus optimization

If the weights are set differently for different responses, responses with higher weights
will take priority in the search for a solution inside the specifications. The overall
optimization criterion is to reach the lowest value of the overall desirability function,
fds).

The search will focus on minimizing desirability functions with high weights, since the
objective is to minimize the overall desirability function.

Note: The selected Desirability must be Target in order for the focus optimization to
work well.

Define optimizer specifications

The start specifications for the optimizer are based on the initial factor and response
definitions. If no response specification for Min, Target, and/or Max exists, the default
criterion is 'Predict'.

Reaching an optimal result is often an iterative process. The criteria will need to be
reevaluated if the response specifications are impossible to reach. If compromises need
to be made on many responses, or a solution where the specification for one response
is far out of reach, this can point the search function in the wrong direction.

To help the specification evaluation, MODDE uses the current model and estimates the
predicted min and max values for each response. These values, complemented with a
graphical presentation, can be used as a guide when evaluating the possible ranges. In a
situation where one response specification is far away from the possible range,
reconsider the specification or set the Criterion for the response to Predicted and
optimize that specific response separately.

Response Criterion Min Target Max Pred. min Pred, max Graph Desirability
1 Fuel Minimize [+ 214.097 250 214.785  262.105 | | Limit [+
2 | Nox Minimize | s 10] 11.274  3z.4767 | | Limit |+
3 Soot Minimize | 0.0182831 1 0.0650316  3.9201 | | Limit |~
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In the optimizer specification above, the response NOx has a specification that is not
inside the possible region. With these settings, the solution will never have NOx inside
its optimizer specification and the optimizer specification should therefore be
reconsidered.

With the help of some raw data analysis and some initial model analysis, you can get a
reasonable understanding of the possibilities.

Example of response specification in the optimizer

In this example we want to minimize the NOx emission with an upper specification
limit (Max) of 10. Setting the target to 0 might seem logical but it is not possible for
the optimizer to reach 0 in the investigated experimental region. An inspection of the
raw data, see the Replicate Plot below, shows that all NOx data are between 10 and
35. Therefore it should be impossible to obtain a prediction close to 0 for the current
experimental region. A more reasonable target in this case is 10 for the NOx emission
with an upper max limit of 15. The target and max limit values combined with raw data
are supported by the replicate plot.

Replicate Plot -0 X
Replicates - Engine Il Repiicates
NOx @ Experiments
35
@6
30 @5
1 @11
2
w258 oz
o Wax
£
= @1
20|
@10 1=
@9 @13
154 @z
@4 e @12

4 5 & 7 8 9 10 11 12 13 14 15
Replicate index

Replicate Plot: All values for NOx emission can be found between 10 and 35.

Optimizer search function

The optimizer will search for a solution to the specifications from different starting
points using the Nelder-Mead simplex algorithm and will try to minimize the overall
desirability function, f(ds). The result is expressed as a normalized distance to target,
Log(D), and Probability of failure (percentage outside of specifications).

For more information about the computations, see the Optimizer section in the
Statistical appendix.
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& Optimizer
Alternative setpoi.. ! | Objective | Setpoint | Alternative setpoints
1 2 = 4 5 7
|[[__Air | EGR%  Needielift Fuel NOx
News: 1 244.4 6.6  -5.202
. 2 279.6 6.6 -5.202
Mew start points 3 2444 6.6 Zo.578
4 279.6 6.6 -0.578
. 5 244.4 11.4 -5.202
Run: 6 279.5 11.4] -5.202
> Run optimizer 7 244.4 11.4 -0.578
8 279.6 11.4 .578

After running the optimizer the best proposal (i.e., the one with the lowest Log(D)) is
selected. A Log(D) < -1 means that all results should be within the specification limits
or very close to them. The optimal value of Log(D) is -10; in this case all response
predictions are on target. Probability of failure gives information about a point's
robustness to small disturbances; the disturbances are governed by the precision
specified for the factors.

A Optimizer -0 x
Alternative setpoi.. % | Objective | Setpoint (#13) | Alternative setpoints
1 2 3 4 5 B 7 8 ~
Select best run v Air EGR% Needlelift Fuel NOx Soot Iterations log(D) Pre
New: 1 240.008  .73562 -3.99504 232.621  18.1077 0.535261 66 -0.382708
2 283.994  9.60732 | -1.23352| 239.051  19.4476 0.658829 91 -0.258037
iow siar poinds 3 240.002|  £.87056| -4.52436  234.777  17.5441 0.488541 91 -0.383284
New from selected 4 283.998  9.62881| -1.11097| 238.508  19.5066 0.682545 90| -0.257997
. 5 240,002 8.77252| -4.4801 234.519  17.8028 0.4E6135 64| -0.384194
6 283.856  9.65137 -1.21362 239.019  19.3538  0.673908 232 -0.257807
> Run optimizer 7 240.004  8.24796| -4.55291  234.869  17.5893  0.491333 132 -0.383881
3 283.985  9.67467 -1.203| 238.972  19.3016 0.679721 115 -0.258424
[] 240.008  8.73562| -3.99504 232.621  18.1077 0.535261 66| -0.382708
10 | 283.984  9.60732| -1.23352| 239.051  19.4476 0.658899 91| -0.258037
11| 240.002  2.87056 -4.52436  234.777  17.5441 0.498541 91 -0.333884
12| 283.988  9.62881 -1.11097 238.508  19.5066 0.632545 20| -0.257997
13 |240.002  8.7i2s2  —4.4e01  234.519  17.8029 0.486195 €2 -0.384194
14| 283.856  9.65137| -1.21362| 239.019  19.3538| 0.673908 232| -0.257807

In the Alternative setpoints spreadsheet the user can define start points for the
optimization or create a focus search around a specific setpoint (by clicking New from
selected).

Robust setpoint

The Find robust setpoint tool (FRS) adds the possibility to search for a solution that
accounts for model error and factor precision. The main purpose is to describe the
effect of perturbations on a possible solution but also to give the user the possibility to
elaborate on various kinds of constraints in the result interpretation.

The search for a robust setpoint starts with the creation of the space where all the
response specifications are fulfilled (Design Space, DS) according to a specific quality
statement (acceptance criterion). The default Acceptance limit is 1% (DPMO = 10
000), which means that 99% of the samples are within limits. For more about the
Design Space generation, see the Design space appendix.

The precision of the robust optimization procedure depends on the selected resolution.
The resolution is the number of discrete blocks which the investigated region is divided
into. The FRS procedure fills the DS volume with acceptance blocks according to the
selected resolution.
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As an example, if the resolution is 16, the factor range will be divided into 16 blocks.
Then if the DS volume represents only 3 blocks out of the 16, the robust point will be
considered to be the block in the middle of the 3. If the resolution is increased the
precision in the result increases to perhaps 4 blocks to the right and 5 blocks to the left
in the DS volume and then a more precise estimate of the FRS location is obtained.

The result of the robust optimization is presented in the Alternative setpoint list in the
optimizer as the R alternative. Detailed information is shown in the Optimizer List
(see below) available using Create list (Tools tab or right-click).

\Wmmmwmﬁmwmw.mmﬁ\f\
12 | Selected setpoint
13 Factor Role Value Unit Factor contribution
14 Rir Free 245677 kg/h 352164
15 |EGR% Free 783543 % 384585
16 Needlelift Free -4.66129 8TDC 263241
17
18 Response Criterion Value Unit log(D) Prob. of failure | Cpk [ K
12 | Fuel Minimize 239.454 mg/st -0.302063 0.06% wena[_ ]
20 NOx Minimize 203638 mafs -0.343069 0% 1.87974
21 Seot Minimize 0.315024 mafs -0.295832 0.12% 1.04981
2
23 Robust setpoint (R)
24 Factor Role Value  Robustlowedge Robust high edge Unit Factor contri Robust resol Hypercube k Hypercube
25 [Air Free 245677 240177 251177 kg/h 352164 A<rd 240 24251
26 EGR% Free 7.93548 699798 8.87208 % 38.4505 5625 7.16120 832258
27 Needlefift Free -4.66129 -5.74504 -3.21629 BTDC 263241 6<>8 503419 410134
28
29 Response Criterion  Value Unit log(D) Prob. of failure  Cpk [ 3
30 [Fuel Minimize 239.454 mg/st 0313155 1.16714 0.704912
31 NOx Minimize 203626 mgfs 0313155 1.87974 0673512
32 Seot Minimize 0315024 mgfs -0313155 1.84981 0318876
33
34 | Design space summary

Resolution lterations DS count _ Relative volume %

32 50000 1875 5.72205

The Robust resolution distance column of the Robust setpoint section is the
information about how many discrete blocks in the DS that surround the Robust
setpoint. In this example, for the factor Air it is 4 to the low limit and 4 to the high
limit. Using these discrete blocks the Robust low edge and Robust high edge estimates
are calculated.

If the number of blocks is lower than 4 on each side, the recommendation is to increase
the resolution in the FRS function. If the DS is relatively small it may be difficult to
obtain a good estimate of the robust setpoint. Here you may be limited to generating
the 2D or 4D Design Space plots from the optimizer and analyze them.

For further analysis of the Robust setpoint the Setpoint analysis tool is recommended.
For more information, see the Design Space appendix.
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Introduction

The establishment of a Design Space (DS) is based on the current regression models
and an estimation of the probability for failure. In many cases, the resulting DS is a
highly irregular volume located inside the experimental design region. It designates
where we can expect all response specifications to be fulfilled at a given probability
level. The estimation process considers several sources of variability that can affect the
size of the DS. Monte Carlo simulations are used to compile the necessary probability
statistics.

This appendix outlines a recommended approach for finding a reliable DS. In so doing,
an account is given of how MODDE handles sources like model error and precision in
factor settings when estimating a DS. Some critical inputs for the calculation setup are
also discussed. It is shown how DS results can be presented graphically not only in a
2D contour projection but also in a multidimensional representation.

The main topics discussed are:
e Design space
e  Robust setpoint
e  Proven acceptable range
e Setpoint analysis

e  Setpoint validation.

What is a design space?

A common interpretation based on the ICH guidelines is that a DS is the region where
all specifications are fulfilled at a given probability level.

The “International Conference on Harmonisation (ICH); Draft Guidance: Q8(R2)
Pharmaceutical Development Revision 1" (http://www.fda.gov/cber/ich/ichguid.htm)
has outlined quality by design (QbD) principles for pharmaceutical development which
introduced the concept of Design Space (DS). ICH Q8 defines DS as “the
multidimensional combination and interaction of input variables (e.g. material
attributes) that have been demonstrated to provide assurance of quality”.

Conceptually, the DS is a region within the experimental design region. This
investigated area is often denoted Knowledge Space (KS).
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Knowledge space

Some of the elements influencing the size and shape of a DS are the response
specifications, the prediction models and the associated uncertainties, and the desired
probability level. Since each response may have a unique model expressing its
connection to the factors, the resulting DS may be constrained from different directions
in factor space. The net result is often a highly irregular DS.

Design space visualization

A key aspect in design space estimation is to be able to provide a graphical
representation of the resulting region (area or volume). Unfortunately, however, a
mathematical function to describe such an irregular volume becomes very complex, if
at all existing. A solution to the problem is to divide the experimental region
(knowledge space) into smaller sections and estimate the probability of fulfilling the
response specifications in each section.

For example, if the above KS is divided into 32*32*32 sections, predictions can be
performed to estimate how well the response specifications are fulfilled in each
section. In order to accomplish such predictions we use simulations and the regression
models. Simulations provide flexibility and enable many sources of uncertainty to
taken into account in the design space estimation. Subsequently, in each investigated
section of the KS, the probability of getting predictions that are outside the response
specifications is computed.

The probability of getting predictions outside the response specifications is quantified
as probability of failure expressed in % or DPMO (defects per million opportunities).
Using this strategy any type of DS region (area or volume) can be described and it will
give a flexibility to use a variety of precision estimates for the factors that are involved
in the regression models.

Note: A DPMO of 10 000 equals 99% correct or 1% failure.
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The picture below is a 2D example of a DS defined by 3 models predicting 3 responses

Design space appendix

and referencing the prediction distributions against the corresponding response

specifications. The picture is built up from a grid of predictions in 32*32 points that
have been connected by lines at defined probability levels. The acceptance criterion is

set to 1% and lower values are colored green and higher values are colored red.

ES Design Space Plat -0 X
Design Space - Engine (MLR) % Properties w

Probability of failure (%) for Fuel, NCx and Soot Factor Value Setting
-89 | <> |

270 275 280

240 245 250 255 260 265
Air [kg/h]
distribution on factors; Interval=Prediction; Acceptance Timit=

No uICI.S

As mentioned in the Statistical appendix, MODDE supports three interval estimates.
The default setting in this context is the Prediction interval. The selected interval type
will strongly influence the size of the resulting DS region (area or volume).

Furthermore, the size of the resulting DS region will also be critically influenced by
which type of disturbance is applied to the factor settings. The DS estimate rendered in
the above plot assumes that the factors can be set exactly numerically, and that the only
disturbance applied to the factors in the simulations is in line with the size of the model
error [y = f(x) + e].

Alternatively, if it is assumed that the factors cannot be set exactly numerically, it is
possible to invoke an additional source of uncertainty in the simulations, i.e., according
to what is termed Precision in factor setting in the Factor Definition dialog box. For
instance if Air can be set with a precision of +/- 8 kg/h and EGR% with +/- 0.4 % the
DS region will shrink somewhat (see plot below).

| o Design Space Plot -0 X
Design Space - Engine (MLR) % Properties r

Probability of failure (%) for Fuel, NCx and Soot Factor Value Setting
-2.89 | <& |

275 280

240 245 250 255 260 265 270
Air [kg/h]
Including distribution on axis factors only;
Acceptance limit=1%

Interval=Prediction;

ID.S
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Elaboration with various types of factor precision can be done in the Setpoint analysis
tool. In the Setpoint analysis changing the precision is done by altering the Std. dev. or
Low/High values. If the DS is created from another entrance than Setpoint analysis on
the Optimizer contextual tab, the factor precision used is the one originally specified
in the Factor definition dialog box used for the design specification. Adjustment of this
precision can be done in the Factor definition dialog box or in the Setpoint analysis.

In-depth assessment of Design Space

The Design Space (DS) graphs presented in the previous paragraph are simplistic in the
sense that they are only two-dimensional representations of a complicated reality. An
in-depth and more realistic assessment of a DS can be done by using the Design Space
Explorer tool available after running the Optimizer. When first launching this tool a
Settings page is opened, where it is possible to modify default settings for a number of
options that have a profound impact on the course of the design space estimation.

Find Robust Setpoint =

Settings | Interval estimation

Select the factors indude when generating the Design Space.
Remaining factors are kept at the selected setpoint.

Available factors: Selected factors:
=> | |AIr
EGR%:
Meedlelift
<=
Indude model error Resolution: 16 v
[include factor predsion Iterations: 50000
Acceptance limit (%) 1

Mumber of points that are going to be simulated: 12 238,
Itis not recommended to select more than five factors since the
calculations may take very long time,

As seen, the simulations by default take model error into account but not the factor
precision. Resolution is the number of sections that each factor range will be divided
into. Iterations is the number of simulations in each section for each response.
Acceptance limit is the criterion for specifying the DS region.

If more than 5 factors are available the default selection will be the 5 with the highest
factor contribution. The factor contribution is calculated as the prediction variation
over all responses and is presented in the optimizer Setpoint tab.

The number of calculations will increase exponentially with the number of factors and
the selected resolution. A recommendation is to start with resolution 16 and 50 000
simulations but for a final documentation the recommendation is to use 32 as
resolution and leave the computer for an overnight calculation if necessary.
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MODDE can address a maximum of 64* data points, but may take many hours before
completion.

Factors/Resolution Res 8 Res 16 Res 32 Res 64

3 factors Possible Possible Possible Possible

4 factors Possible Possible Possible Possible

5 factors Possible Possible Not possible Not possible
6 factors Possible Possible Not possible Not possible
7 factors Possible Not possible Not possible Not possible

When clicking OK in the Design Space Explorer dialog box, simulations commence
and finally results are presented in terms of a Design Space Explorer window. This
window consists of three parts.

e  The main part is a 2D plot showing the size and shape of the DS as viewed in
the subspace defined by the two factors chosen for the X- and Y-axes.

e The second part is the Properties pane in which axis factors and constant
factors can be selected. For each factor fixed at a constant value a slider is
available to facilitate a step-less browsing from one setting to another.

e The third part is a Design space hypercube overview functionality, which is
useful when trying to comprehend the size and shape of the investigated DS
in the dimensions beyond the 2D representation of the corresponding plot.

Apart from a visualization of the design space in two dimensions, the design space
explorer provides two additional graphical tools, i.e.,

e across-hair symbol that indicates the position of the robust setpoint and

e adotted frame that shows the placement of the so-called design space
hypercube.

The design space hypercube corresponds to the volume in which all factor
combinations can be used without compromising the response specifications. Its
extension in the 2D plot is given by the dotted frame, and its elongation across all
dimensions is shown by the green color in the Design space hypercube overview. Note
that the hypercube range can be changed interactively by clicking and dragging the low
or high end for the range of a particular factor.

So, in summary, the green color in the Hypercube range field designates the mutual
ranges within which all factors can be changed at the same time and without further
restrictions. Slightly wider individual ranges are patterned by the black T-lines, which
represent the allowable range of a process factor, while keeping all other factors
constant at their setpoint value.
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ES Design Space Explorer -0 x
Design Space - Engine (MLR) % Properties i
Probability of failure (%) for Fuel, NOx and Soot - Optimizer Setpoint (R} = Axis
Axis X EGR% v
0 Axis Y Air v
-1 Constants
Meedle -4.62
s
1
5
2
1
3 7 8 9 10 1 12
No distribution on factors. Interval=Prediction Acceptance Timit = 1x. 0.5 |Moregrogertie5...
Design space hypercube b
Factor Setpoint| Role Hypercube low ...| Hypercube high ... Hypercube range

For more comprehensive evaluation and documentation, the design space estimation
results can be exported to a text file by Creating a list (Tools | List or right-click and
click Create list). The output is an N-dimensional DS description.

Proven acceptable ranges

A closely related idea to the design space concept is the notion of proven acceptable
ranges (PAR) for the factors. ICH Q8 defines a PAR as "a characterized range of a
process parameter for which operation within this range, while keeping other
parameters constant, will result in producing a material meeting relevant quality
criteria". In fact, the PAR notion fits well into the capabilities of MODDE. There are
three modes in which to state PAR in MODDE:

1 — Based on the robust setpoint

The hypercube range of the design space explorer is used. The black T-lines extending
out from the robust setpoint coordinate indicate the individual ranges for the factors,
i.e., the largest allowable range of a process parameter, while keeping all other
parameters constant at their setpoint value. A full numerical documentation is available
using Create list with the Optimizer window active (Tools tab or right-click).

]
[ 7 8 9 10 1 12 ‘
EGR%

No distribution on facters. Interval=Prediction Acceptance Timit = 1¥, 05 |More properties... |
Design space hypercube 4
Factor Setpoint| Role Hypercube low ...| Hypercube high ... Hypercube range

R e i = |
Needeife | s swem ez | ] |
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2 — Based on the dotted hypercube frame

The dotted frame in the Design Space Explorer plot designates the largest possible
regular hypercube that can be inserted into the irregular design space volume. How
this regular hypercube extends into many dimensions is given by the green bars seen in
the Hypercube range part in the picture above. The green bars mark the mutual ranges
within which all factors can be changed at the same time and without further
restrictions.

distribution on factors. Interval=Predictig

3 — Based on setpoint analysis

3 is reminiscent of 1, but is based on a distribution around a setpoint. Such
distributions are attained using the Setpoint analysis functionality in MODDE. The
details of the Setpoint analysis tool are given in the next paragraph. Briefly, Setpoint
analysis is available after running the optimizer. It outputs the estimated acceptable
range for the factors at every given setpoint.

E=  Setpoint Analysis - Optimizer Setpoint (R) -8B x
Factor Low| Setpoint|  High| Std.d..|Rele | Distri.. Estimated acceptable range
334706 240 24504  2.7000 Free . Normal [ A
773143 857143 941143 0428571 Free  Normal | i ]
-5.79329 -4.85429 -4,115... 0.428062 Free  Normal | [

Response Min| Target.  Max| Criterion| Prob. of failure| Predicted response profile

212037 250 Minimize 0.04% e [akf
10.8085 25 Minimize 0% 1 N
0.01828... 1 Minimize 1% B Iy

Total Prob. of failure: 1.1% (limit: 1%). Samples: 50000. Interval=Prediction

Correlation in probability of failure

MODDE can calculate the probability of failure P(Y:)for the responses based on the
model error, and from that the total error for all responses. For example, for 2
responses it would be.

1) Pu=P)+PY)-PY,NY,)

The term P(Y; N Y>) is the probability that both responses are outside limits at the same
time. In the normal case when we treat the response residuals as unrelated this can
easily be calculated as P(Y,N Y, ) = P(Y)) * P(Y>)

2) PthP(YI)J'_P(YZ)'P(YI) *P(Y?)
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New in MODDE 12 is that that probability can also account for correlation between
responses. When we consider correlation between the responses, the last term in
equation 1 cannot be calculated so easily. Instead we consider this equation

P(Y,|Y)) is the probability of Y, given Y;, which is not equal to P(Y>) if they are
correlated.

In this case, MODDE will estimate the total failure of probability using Monte-Carlo
simulations.

Including correlations in the calculation can be useful if there is causality between the
responses or when there is an underlying unknown factor that both responses depend
on but in most cases the correlation between the response residuals are just due to
random errors and should be ignored.

To calculate the correlated probability MODDE generates random values from a
multivariate normal distribution based on model errors and the correlation between
responses and from that calculates how many point fall outside specifications. Enable it
by selecting Yes in File | Options | Investigation Options, Correlation in probability
of failure.

In most cases the difference is too small to notice because we are generally interested
in the areas with very low probability. And when P(Y,) and P(Y,) is small, P(P(Y,) N
P(Y,)) will be extremely small. Also the limits on the responses are more likely to be in
different places in the X space, so where P(Y)) is significant P(Y>) is close to 0 or so
high it is not interesting.

Setpoint analysis

Setpoint analysis is available after running the optimizer. This tool can estimate the
tolerance available for the factors at every given setpoint. It is an excellent platform for
analysis of any given setting and also for imposing practical adjustments to the
allowable factor ranges and evaluating the consequences of such changes.

In the presentation below the robust setpoint is the start, and from that co-ordinate the
factor ranges are expanded until the Acceptance limit criterion is reached.

E=  Setpoint Analysis - Optimizer Setpeint (R} -8 x
Factor Low| Setpoint|  High| Std.d..|Rele | Distri. Estimated acceptable range

Air 234706 240 245294 03 Free . Normal b [
EGR% 3143 8.57143 9.41143 0.428571 Free Normal | ap
Needlelift -5.79329 -4.95429 -4.115... 0.428062 Free Normal | R ]
Response Min| Targetl  Max| Criterion| Prob. of failure] Predicted response profile

el 314057 350 Minimize 0.04% I
NOx 10,8065 25 Minimize ]
Soot 0.01828... 1 Minimize 1% wm ]
Total Prob. of failure: 1.1% (limit: 1%). Samples: 50000. Interval=Prediction

Factor variations possible to use are presented as Estimated acceptable ranges. Various
types of distributions and interval estimates can be used in the estimation; the default is
a normal distribution and a prediction interval.

In this example, the responses that limit the widening of the factor ranges are Fuel and
Soot as these responses first reach the Acceptance limit of 1%. All estimations are
based on the regression models and with the prediction interval.
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Properties - Setpoint analysis

In the property page settings can be adjusted. The most important ones are the Interval
type used for the predictions and the Acceptance limit. Because the predictions are
based on simulations the stability in the results is dependent on the number of
simulations. The default settings aim to give a reasonable estimate within a quite short
time. The result can thus vary between simulations. To get a more stable result for
documentation we recommend increasing the Acceptable range simulations and
Response profile simulations.

Monte Carlo simulations

The Monte Carlo simulations are:
e random factor settings according to the selected distribution,
e around their optimum value but within the Low and High limits,

e followed by predictions of the responses. In this case 50 000 predictions are
performed. The distribution as well as the number of simulations and the
range can be changed by the user.

The resulting distributions can be presented as a histogram, one for each response.

[&] Predicted Response Distribution Plot -0 X
Predicted response distribution - Engine (MLR)
Fuel [ma/st] MNOx [mayfs] Soot~ [may/s]
W07 Hi Ed 007 o ;ﬂ 2500 HS =
a0 E = = gpl® = = EFE
- = I &
7003 7003 2000+
6007 6007
500 £500] £ 1%007
3 3 3
w400 w400 v +000
3009 3009
2009 2007 500-]
1003 1003
o — LE o —————
21355 22315 232751 242352 251952 106122138154 17 18620221.8234 25 -0.0450450841.21.51.8212427 33.27

Evaluate the results and make necessary adjustments

If the result in some way is not satisfactory, one option can be to change the starting
point for the DS search (selected setpoint). Another option is to lock some factor
ranges where setting tighter specifications won’t be a problem. For more, see the
Setpoint validation for robustness testing subsection later in this chapter.

For alternative start points it can be preferable to step back to the optimizer and select
another start point based on Log(D), Probability of failure and Design Space
evaluation. The modeling results, e.g. Coefficient Plot, can also be an information
source to finding alternatives. All settings can be changed in the Setpoint analysis
window for a user controlled search in order to find the most appropriate solution.
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The setpoint shown below is a movement of the factor setting Needlelift to a higher

setpoint.
E=  Setpoint Analysis - Optimizer Setpoint (R} -0 X
Factor Low| Setpoint|  High| Std.d..|Role | Distri.. Estimated acceptable range
iAir 234706 240 245204  2.7009 Free  Normal ) | 8 e
EGR% 773143 857143 0471143 0428571 Free  Normal | ap I
Needlelift -5.73329 -4.95429 -4,115... 0.428062 Free  Normal |
Response Min| Targetl  Max| Criterion| Prob. of failure] Predicted response profile
fFuel 14087 250 Minimize 0.04% re
NOx 10,8065 25 Minimize ]
Soot 0.01828... 1 Minimize 1% B ]
Total Prob. of failure: 1.1% (limit: 13). Samples: 50000. Interval=Prediction

The alternative factor settings give results within specifications but with narrower
estimated acceptable ranges than for the previously proposed starting point. The
alternative factor settings might be preferred for practical reasons.

How to find the best Design Space
1. Develop the best model for each response.
2. Check the residual distribution for outliers or unresolved structures.

3. Find the optimal settings for the factors that comply with the response
criteria (optimizer).

4. Check if the proposed optimal factor settings are critical (close to a limit) or
in a safe region.

Perform a Robust Setpoint analysis.

6. Decide on the interval type and the acceptance level; default settings are
Prediction interval and Probability of failure 1%.

7. Make an evaluation of the complete Design Space with Design Space
Explorer.

8. Decide on how to express the PAR, from a setpoint or as a selected
hypercube inserted into the Design Space.

9.  Evaluate the results and make necessary adjustments using DS analysis and
Setpoint analysis.

10. Set your preferred factor specifications with any necessary practical
adjustments.

11. Document the final results.

Setpoint validation for robustness testing

According to the FDA: "VALIDATION OF ANALYTICAL PROCEDURES:
Definition and terminology. The robustness of an analytical procedure is a measure of
its capacity to remain unaffected by small, but deliberate variations in method
parameters and provides an indication of its reliability during normal usage."

Setpoint validation is a way to test if the system investigated is robust against
disturbances in the investigated region. Setpoint validation can be found on the Predict
tab.
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The aim of robustness testing is to evaluate if a process, or a system, performs
satisfactory even when some influential factors are allowed to vary. In other words, we
want to investigate the system’s sensitivity (or preferably lack of sensitivity) to
changes in certain critical factors. The advantages with having a robust process or
system include simpler process control, a known range of applicability and an ensured
quality of the product or process.

A robustness test is usually carried out before the release of an almost finished product,
or analytical system, as a test to ensure quality. Umetrics recommends the use of DOE
for robustness testing and such a design is usually centered on the factor combination,
which is currently used for running the analytical system, or the process. We call this
the setpoint. The setpoint may have been found through a screening design, an
optimization design, or some other identification principle, such as written quality
documentation. The aim of robustness testing is, therefore, to explore robustness close
to the chosen setpoint.

In Setpoint validation we use simulations on the regression model and simulate random
disturbances within the investigated range of operation for all factors. The regression
model originates typically from a low resolution design supporting linear models since
we assume that small disturbances have mainly linear effects. Fractional factorial
resolution III and Placket Burman designs are recommended.

Setpoint validation example

In this example we show that the DOE strategy in combination with Monte Carlo
simulations here gives a proper estimate of the system's robustness.

The investigation chosen to illustrate the Setpoint validation feature originates from a
pharmaceutical company. It represents a typical analytical chemistry problem within
the pharmaceutical industry. In analytical chemistry, the HPLC method is often
mounted for routine analysis of complex mixtures. It is therefore important that such a
system will work reliably for a long time, and be reasonably insensitive to varying
chromatographic conditions. For details about this example, see the tutorial
"Robustness testing".

Evaluation of the setpoint validation

The Predict | Setpoint validation tests the robustness by making a large number of
random disturbances in the specified region with a selected confidence criterion. In this
example the specified region is the experimental region or knowledge space (KS). In
the Setpoint Validation window the factor part shows the original investigation settings
with a specific setting for the qualitative factor Column. ColA was manually selected
as this selection gave the worst results (see Tutorial example for more information
about the specific example). The result is shown as a distribution of random samples
including model prediction errors and it is well within the specification limits for some
responses. The result can be expressed in general statistics as well as capability indices
Cpk or Probability of failure.
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E=  Setpoint Validation -
Factor Low| Setpoint.  High| Std. d..|Role | Distrib.. Estimated acceptable range

A 25 26 27 0.510204 Locked  Normal B | e

pH 22 4 4.2 0102041 Locked Nermal B [ e

Temp 18 215 25 178571 Locked Normal R [ e

0SA 0.09 0.1 0.11 0.0051... Locked Normal R | e

Column Cola
Response Min| Target|  Max| Criteri.. | Prob. of failure

i Bredict

k2 27 3 3.3 Target 1% |

Res1 15 3 Maxim... 0% |

PlateN(2) 4000 6000 Maxim... 0.006% |

Total Prob. of failure: 11% (limit: 1%). Samples: 50000. Interval=Prediction

A description of the details of this window is found in the Setpoint properties section in
Chapter 13, Setpoint.

Factor spreadsheet

All factors are varied within the design limits with Monte Carlo simulations according
to a Normal distribution. These are the default settings and can be changed.
Response spreadsheet

The result for response k1 is optional; there are no specific demands for this response.
The result for response k2 is outside the specification limits.

The result for response Res1 is above the low specification limit.

The result for response PlateN(2) is above the low specification limit

From the above we conclude that this system is robust against disturbances in the
factors for Res1 and PlateN(2). k2 is not robust against disturbances in the factors.

Final adjustments

Setpoint validation can be used to estimate the maximum accepted variability in factors
that still predict all results within the specifications.

The problem in the described example is response k2. The requirement for k2 is that
less than 1% of the predictions may be outside the specification limits.

There are constraints when handling this type of situation;
e Which factors affect the result?

e How can we adjust the factor limits without causing too much problems in
the normal use of the procedure?

First we have to check the model to understand which factors are the most influential.
The model has to be significant for an adjustment in factor ranges to have an effect on
the result distribution.

In this example the model for k2 is very significant and the most important factor is
Acetonitrile (ACN).
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[a] Coefficient Plot -0 X
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Assuming that the factor Temperature is easy to control with a narrower range we start
with this factor by adjusting temperature to +/- 0.5 °C. At the same time we can open
the Role for ACN to Free. This instruction together with the specification limit for k2
(Probability of failure = 1%) will give an estimate of a range for ACN where we can
predict that the system is robust according to the specifications. The picture next here
displays the result of the change in settings.

E=  Setpoint Validation -0 X
Factor Low| Setpoint  High| Std. d..|Role | Distrib... Estimated acceptable range
25.4484 26 26.5516 0.281406 Free  Normal | B | s |
S 4 42 0102041 Locked N | |
2125 22 0.255102 Locked  Normal | i [ |
009 01 01 0003l Locked_Norma | e |
Colk
Response Min|  Target|  Max| Criterion| Prob. of failure Predicted response profile

Predict

) 3
|

Maximi... 0%

-

The proposed settings for ACN are now 25.45 to 26.55 and the estimated distribution
for k2 is 1% hits outside the specification limits.

A final step might be to make an adjustment of the factor settings to some practical
new specification within the range for ACN, for instance 25.5 to 26.5. The result
shown below implies that the critical response k2 will have 0.66% of future predictions
outside the specifications.

E2  Setpoint Validation -0 X
Factor Low| Setpoint  High| Std.d..|Role | Distrib... Estimated acceptable range
B5 % %5 0255102 Locked Norl I | E—
38 4 4.2 0102041 Locked  Normal S | e
2125 22 0.255102 Locked  Normal i [
009 01 011 0.0051... Locked Mormal S [ e

ColA

Response Min| Targetl  Max| Criterion| Prob. of failure Predicted response profile

Predict B =
27 3 3.3 Target 0.66% T [ .
1.5 3 Maximi... 0.004% 1
4000 6000 Maximi... 0.016% e
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Result statistics for k2

To open the response histogram, click the histogram symbol to the far right in the
Setpoint validation window.

In the Select responses box, select which responses to display.

[#] Predicted Response Distribution Plot - 0 X
Predicted response distribution - Robustness HPLC (MLR)

1400

=4 =
= =
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Count
e o o
(=) (=) (=)
(=) (=) (=)

[
=]
=]

a T u
21805 23885 2.5965 28045 3.0125 3.2205 34285 3.6365

To view statistics, create a list from the Setpoint validation window (Tools tab, or
right-click).

M Setpoant Vakdation List -0 x
1 2 -] 4 3 L] 7 2 9 1w n ” 1

1 low  Setpoint  Migh Passible ma P

2 235 26 25 MNormal 25.1% 2639 3 a7

] 35 4 42 MNermal mn 429001 is 42

4 Fil Fib] 2 MNormal oAl 2575 % 5

5 [1-] 3] an Mosrmal 0088 o om oan

(N - Cola

T Confidence for nommal distrbution: 5

2

9 Response Frob. of fal Cpk ectimat (p estimate k' estimate % outof rae Aversge  Median st quartile 3rd quartle Std. dev. Skewness DF

w 20157 0% 13408 208267 0108536 Q00235563 &

n OB6% 09T 0930632 0139991 [ E ER e 29334 0TI QN0 Q070N &

12 [T T 0.752243 0003 1EVBD vANe LT 183388 00399853 -DDANEES | 6

1 Q0% pAEELH 00180353 0018 8102 1963.52 b ek} 61437 30ATHS -Q023MA1 6

14 Model errer inchuded in predictions: Yes

15 Number of samples: 50000

A more detailed description of this example is found in the tutorial named "Robustness
Testing".
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Introduction

When quantitative and qualitative factors are specified to have two levels, the design
generation is straightforward. There are then several classical design families to choose
from, for instance full factorial designs, fractional factorial designs, and Plackett-
Burman designs. However, when quantitative and qualitative factors at three, four, or
even more levels are involved in a DOE investigation, a challenge arises in the sense
that the number of factor combinations grows substantially, far beyond what is
required by e.g. a two-level fractional factorial design. For practical reasons, there may
then be a need to limit the number experiments required.

The generalized subset designs, GSD, is a new entry in MODDE providing a
possibility to accomplish reduced designs even when handling multiple multilevel
factors. This design setup generates a series of reduced designs, subsets, that are
logically linked, such that, when combined, all subsets will add up to a full multilevel
multifactorial design where all factor combinations are encoded by the global design.
Conceptually, the output of GSD is similar to how two-level fractional factorial
designs represent complementary reductions of two-level full factorial designs.

The novelty in GSD lies in the fact that the global design is generated as a set of
reduced designs that are as perfect complements to each other as possible. However,
the individual subsets can be used as standalone fractional factorial designs since the
criteria are to generate design sets as orthogonal, equivalent and balanced as possible.
Each design set is an integer fraction of all possible combinations, i.e. }2, 3, Y4, etc.
fraction of all factor combinations.

There are a number of applications where GSD is superior:
e  Stability testing design
e Multivariate calibration
e  Reduced design for a mix of multilevel qualitative and quantitative factors

e Sequential experimentation: A sequential approach to investigate a system;
start with a small fraction (design set) and add on design sets until
satisfactory exploration.

e Investigate many possible candidates: Start with many qualitative candidates,
exclude non-working settings from the initial design setup, and continue the
investigation with orthogonal or near orthogonal properties preserved for the
final evaluation. The symmetry of this design type makes it suitable to
collapse down to smaller subsets during the progress of the investigation.
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Generalized Subset Designs example

Generalized Subset Designs, GSD, create a series of reduced design sets that can be
used individually or in combination. The objective for each individual design set is to
be a balanced unique representative sample of all possible combinations. In this
example we have data for all combinations and will compare the result using the
complete GSD with the use of one or several design sets (subsets).

The data we use here are from a packaging robustness verification where we want to
investigate the storage temperature effect. The expectation is to fulfil the specification
of 95% active substance content after the investigated time frame and prove that the

factor ranges investigated will not cause any specific degradation that can violate the
specification.

In order to launch Generalized subset designs, on the File tab, click New, and under
Specific application design, click Generalized subset designs.

possivie. The criteria are to generat sets equal and balanced as possibie. £ach des
inieger fraction of all possible combinations i.e. i, i, 4, ' etc. fraction of all possible combinaticns.

Applications

i, whies Geraakied Lulstet designy are tupesion:

- Reduced o a mix of mubilevel qualitati

Factor and response setup

In the design wizard all factors to be investigated are defined. Our example deals with
the four factors Temp (temperature in the storage facility, multilevel quantitative at
three levels), Strength of API (Active Pharmaceutical Ingredient, quantitative, two
levels), Container (multilevel quantitative representing four sizes), Batch of API
(qualitative, three batches). A full factorial design in Temp, Strength, Container, and
Batch corresponds to 72 (=3*2*4%*3) factor combinations.

Design Wizard o
E Define factors
Factors: 4 (4 process, Omixture)
MName Abbr. Units Type Use Settings Transform Precision

1 Temp Temp C Multilevel Controlled  20; 30; 40 Mone 0,925

2 Strength Str mg Quantitative | Controlled  10te 40 Mone 0.75

3 Container Con ml Multilevel Controlled | 3; 30; 100; 1000 Mone 24.9

4 | Batch Batch Qualitative | Controlled |Batch 1; Batch 2; Batch 3
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The next step in the design wizard deals with response definition. For each response it
is possible to enter specifications in terms of Min, Target and Max values. Only one

response is used in our example, Content API, which has a Min specification of 95%.
This Min setting refers to the desired amount after storage.

Design Wizard =
E Define responses
Responses: 1
Name Abbr. Units Transform Type Min Target Max
1 Content Cont % MNene Regular 95

Define subset designs

When factors and responses have been defined, the next step corresponds to setting up

the subset designs. This is done using the Define generalized subset designs setup
page.

Generalized Subset Designs = B

$ Define Generalized subset designs

Select your preferred design sets.

Number of factor combinations: 72

iDesign set: F:1 v |F2 F:3 F:4 E5 F6

Replicate design set: 0is 0i5 0= 0= 0= =
Replicated points: 0is 0i5 0= 0= 0= =
Design set runs: 12 12 12 12 12 12
Total number of runs: 12| 12 12| 12 12 12

You can interactively change which reduction to use. Moreover, it is possible to
generate new reductions and select any set of subset designs deemed appropriate.
Clicking Add reduction enables creating the reduction of your choice which can then

be selected as Design set. The star, e.g. 6*, signifies that the full design may be parted
in balanced design sets.

In our example, we have selected reduction 6 which resulted in balanced equally large
design sets. Replicate design set and Replicated points can also be changed at this

stage.
Design sets: =]
Design set Balanced Condition number| ~
i Yes ' 175812
c2 Yes 1.73893
Het] Yes 1.75812;
= Resample D Addreducton  »
Reduction 4
B Nex Finish g Reduction
Reduction 6 *
Reduction 7

i o apTn s,

b o Reduction 8
 p P PR
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The lower part of the design setup page shows which reductions are eligible and how
many runs they contain. By clicking Expand all (the plus sign) more details are
provided.

For each design set, the augmented list of details informs about whether the design set
in question is balanced or not, its condition number and the number of runs it contains.

Replicates and Center points

In the Number of factor combinations section you can specify number of times to
Replicate design set and number of Replicated points/Center points for each design set.

Generalized Subset Designs %

$ Define Generalized subset designs

Select your preferred design sets.

Mumber of factor combinations: 10368
iDesign set: C:1 w|Ci2 C:3

Replicate design set: V= o= V=
Replicated points:

Note here that when there are only qualitative and/or multilevel factors, the rows
labeled as center points (‘cp’ in the Combination ID) in the Stability testing designs use
the first qualitative setting and one of the middle settings for the multilevel factors
while replicated point ('rp') for GSD use any level to replicate.

For Stability test designs each design set (A, B, C etc.) includes all available
combinations of the factor settings. This means that, if there are no quantitative factors,
the center points will be replicates of another experiment for that design set. This also
means that, for the other time points the experiment matching the added "center point"
are marked 'cp' too.
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Starting with balanced subset

First question: Will it be possible to get a model that can predict the outcome with a

reasonable precision using all possible combinations (72)?

Second question: Is it possible to predict and detect the significant degradation with

sufficient precision using only 12 samples of the complete set of 72?

In the first Coefficient and Factor Effect plots here, all 72 combinations were included.

[iwa] Coefficient Plot -0 x
Coefficients (scaled and centered) - GSD_3 2 4 3_red 6 (MLR)
Content (Extended)
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In the next Coefficient and Factor Effect plots only the first design set was included.

Note: In Generalized subset designs it is common to start with one design set. This
means that the qualitative factor Design set will be constant for that factor. MODDE
then automatically excludes the factor and when you add design sets you have to
manually add the Design set factor to the model.

[l Coefficient Plot -0 X
Coefficients (scaled and centered) - GSD_3 2 4 3_red 6 (MLR)
Content (Extended)
2
1.5
R o
b=l 4
f =
E 054 S
‘3‘ 4
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2 N T T T T T
£ @ S = = i
- H o =
5 5 %
[} o [}
= = =
5 5 5
& = =
o o o
N=12; R2=0.640; RSD=0.8799; DF=6; Q2=-0.591; Confidence=0.95
Factor Effect Plot -0 X
Factor Effect for Temp [°C] - GSD_3 2 4 3_red 6 (MLR) — Predicted
Content «sss L conf, int,
104 ssa U, conf. int.
1034
o1
Emo—\
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= 5in
a4 I e e e N B S m e s
2 2 24 2% 28 30 3 34 3% 3/ 40
Temp [C]
N=12; R2=0.&40; RSD=0,8739; DF=6; Q2=-0.391; Interval=0.%5 Prediction

Comparing the model with all 72 samples to the selection of 12 gives the same
information in the coefficient plot, Temp is a significant factor. The prediction plot can
based on those few data still predict that the Content amount will be within
specification.

Continuing with another design set, adding another 12 samples, results in plots
expressing the same pattern as those above.
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Conclusion

In this example, the evaluation of the full design clearly indicates that the objective of
maintaining above 95% API after the robustness test can be met. With a balanced
subset selection it will be possible to start the evaluation with rather few sample of all
possible combinations and add on subsets until a sufficient and stable interpretation of
data can be achieved. Each added subset will keep the balance in data and become the
best possible sequential complementary strategy.

Evaluation after excluding setting

Third question: Will it be possible to maintain the original design properties while
collapsing the space by excluding a specific setting that will be uninteresting to
continue to investigate further?

Scenario; in the case described above we discover after analyzing the first set of data
(12 experiments) that batch 3 is very different and not according to expectations
(different from batch 1 and 2). We want to continue the investigation by analyzing
design set 2 and 3 i.e. adding 12 + 12 more experiments without analyzing the data
originating from batch 3.

The easiest way to compare the statistical properties of a design is to compare the
condition number, a perfect design will have a condition number of 1.0 a very good
design will have a condition number below 5.

Desi Original setup cond. no. (no. Batch 3 excluded cond. no. (no.
esign sets . .
experiments) experiments)
1 2.32 (12) 3.17 (8)
2 2.07 (12+12) 1.67 (8+8)
3 2.05 (12+12+12) 1.81 (8+8+8)

The properties of the design (condition no.) will remain very good while collapsing the
design by excluding observations that includes batch 3. A small increase is observed in
the smallest selection due to very few experiments present.
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Multivariate calibration, GSD

Multivariate calibration involves predicting sample properties Y (concentrations /
levels / qualities / compositions, etc.) from sample measurement characteristics X
(often spectral data). After spectroscopic measurements of the samples (with known
qualities or concentrations), a regression model is built using the spectral data as X and
the sample qualities or concentrations as Y. In the next step, equivalent X-data are
measured for additional, “unknown” samples and by inserting these data into the
regression model, predictions of the Y-data for the fresh samples is possible. Because
of the frequent need for predicting sample qualities or concentrations of one or several
analytes in unknown samples, multivariate calibration has found widespread use and
acceptance in analytical chemistry, and other analytically oriented sciences. One
typical objective of multivariate calibration is often to replace a target or reference
method, which may be time-consuming and laborious, with an alternative
measurement technique, often spectroscopic in nature, which should be fast, precise,
and preferably also non-destructive to the analyzed samples.

One of the most important aspects of multivariate calibration is the consideration of
which samples to use for establishing the calibration relationship. Ideally, the
calibration set should be representative and diverse; i.e. this set of samples should
include all variations in X and Y that are relevant to the problem, and which are
expected to occur over time. It is particularly important that the calibration set samples
span the range of analyte concentrations and also the relevant concentration ranges of
interferents. This can be accomplished by using different approaches, for instance by
means of design of experiments (DOE), sampling strategies, and combinations thereof.

When DOE is used to determine the composition of the reference samples at least 5
concentrations levels are needed for each analyte. However, recommendations
involving as many as 7 to 9 concentrations levels per analyte are also found in the
literature [ref Brereton]. The induced change in the concentration/level/proportion of
each sample constituent then defines a separate Y-variable in the multivariate
calibration modeling.

The use of DOE in multivariate calibration need not only involve systematic changes
in the levels or concentration of the analytes. On the contrary, a way of making the
calibration model more robust to batch-to-batch variation in the main constituents (or
other undesirable source of variation) consists of imposing simultaneous changes to the
levels of the constituents and the settings of occurring process and/or matrix factors.

Because applications of DOE in multivariate calibration easily involve many factors at
many levels the novel GSDs represent a viable alternative for reducing the number of
experiments required, yet still providing results that are reliable and has a
representative set covering all factor settings.
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Stability testing design

A pharmaceutical product in storage may change its quality characteristics with time.
Hence, it is important to know how well a product retains its quality characteristics
over the life span of the product. A product is considered stable as long as its quality
characteristics remain within specifications. The shelf life of a product corresponds to
the number of days it remains stable at the recommended storage conditions. The
process of collecting experimental data for estimating and verifying a product's shelf
life is called stability testing.

As outlined by the ICH guidelines (1, 2), design of experiments (DOE) is a cornerstone
technology in stability testing. This because DOE enables to spread out informative
experiments in the critical factors across the time span that is encompassed by the
stability test. The normal duration of a stability test is 36 months, with testing time
points occurring at 0, 3, 6, 9, 12, 18, 24 and 36 months.

In addition to the obvious Time factor, stability testing often involves between 2-5
additional factors, for instance strength, container size and/or fill. These factors can be
quantitative or qualitative in nature and be studied at two or more levels. As with
regular DOE protocols, the number of factor combinations grows rapidly with
increasing number of levels of the factors. A full study stability test is one in which all
factor combinations are tested for every time point. It is easily realized that this may
not be a suitable design approach especially when the number of factor combinations is
large. Instead reduced designs can be used, in which only a subset of the factor
combinations is tested at a given time point.

The prevailing approach to stability testing implies that full testing of all factor
combinations is done at 0 and 36 months, and that reduced testing is carried out at all
other time points (3, 6, 9, 12, 18 & 24 months). Reduced testing means that only
subsets of the factor combinations are tested. Various reductions can be used and
common reductions are the one-half reduction and the one-third reduction. This
approach is known as matrixing.

Ideally, the various reductions tested at 3, 6, 9, 12, 18 & 24 months should be
complementary, so that all factor combinations indeed are investigated at least once in
each type of reduction. Furthermore, it is advantageous if all levels of any qualitative
factor are exploited the same number of times in each reduction. This last point is often
referred to as balancing. Balancing subsets of factor combinations so that they are
perfectly complementary inside each type of reduction is the real challenge in stability
testing, and although balancing is worth striving for it is not always straightforward to
accomplish.

With the release of MODDE 11, and further developed in MODDE 12, Umetrics
introduced a new class of reduced combinatorial designs that are perfectly
complementary when superimposed on top of one another. This new design family is
described in the Generalized subset designs appendix. In this section we shall describe
how the so called generalized subset designs are especially suited to the needs of
stability testing, and how they bring a vast array of stability testing scenarios into one
common framework. The data set used is illustrative of the main principles for data
analysis.
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Setting up a stability test

In order to launch a stability testing design, on the File tab, click New, and under
Specific application design, click Stability testing design.
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This will open up the Design Wizard, with one factor (Time) pre-defined. As shown
below, the default settings for Time are 0, 3, 6, 9, 12, 18, 24 and 36 months. The
settings of the Time factor can be changed manually and up to 24 settings (time points)
can be entered.

Design Wizard o =B
E Define factors
Facters: 1 (1 process, 0 mixture)
Name Abbr, Units Type Use Settings Transform Precision
Time Controlled | 0:3; 6912, 18 24; 36

In the design wizard all factors to be investigated are defined. Besides Time our
example deals with the three factors Strength of API (quantitative, two levels), Batch of
API (qualitative, three batches) and Primary packaging of tablet (qualitative, four
packaging variants). A full factorial design in Strength, Batch and Primary packaging
corresponds to 24 (=2*3*4) factor combinations.

Design Wizard - B
E Define factors
Factors: 4 (4 process, 0 mixture)
MName Abbr. Units Type Use Settings Transform Precision

1 Time T month Time Controlled 0 3; 6; 9; 12; 18; 24; 36

2 Strength  Str mg Quantitative | Contralled  10to 20 None 0.25

3 Batch  Batch Qualitative  Controlled  Batch 1; Batch 2; Batch 3

4 |/Package  Pack Qualitative  Controlled [Pack A; Pack B; Pack C; Pack D.

The next step in the design wizard deals with response definition. For each response it
is possible to enter specifications in terms of Min, Target and Max values. Only one
response is used in our example, the amount of impurities, which has a Max
specification of 2%. This Max setting refers to the desired situation at the last studied
time point.
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Design Wizard =
E Define respenses
Responses: 1
Mame Abbr., Units Transform Type Min Target Max
1 | Impurities  Imp None Regular

Define stability testing design setup time point design sets

When factors and responses have been defined, the next step corresponds to setting up
the design sets. This is done using the Define stability testing design setup page. The
basis for this page is a timeline running from left to right where all time points
previously set for the Time factor are listed as separate columns.

In our example, full testing of all factor combinations (24 runs) is proposed for 0, 12
and 36 months, whereas reduced testing is proposed at all other time points. We can
see that two reductions are suggested. Two half-reductions of 12 runs — denoted design
sets B:1 and B:2 -- are scheduled for 18 and 24 months, and three one-third reductions

of 8 runs -- denoted design sets C:1, C:2 and C:3 -- are scheduled for 3, 6 and 9
months.

Stability Design =]

@’)\%‘ Define stability design setup

Select your preferred designset for eachtime point and generate

maore options ofdesign sets ifnecessary

Number of factor combinations: 24

Time: 0 3 6 9 12 18 24 36
:Design set: Al w | Ci1 w G2 w |Ci3 v A w | Bl v B2 w | Al M
Replicate design set: ok 0L ok 0Ls S 0L 0t 0k
Center points: 5 T 5 0f% 0f= 0f% 0f= ofs
Design set runs: 24 8 8 8 24 12 12 24
Total number of runs: 24 8| g 8| 24 12| 12 24

You can interactively change which reduction to use at a given time point. Replicate
design set and center points can also be changed at this stage.
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Moreover, it is also possible to generate new reductions and distribute them across
time as deemed appropriate. Other reductions may be added by clicking Add
reduction in the bottom part of the dialog. Up to 9 reductions are supported provided
the average number of experiments per design set is rounded to 4 or more.

Stability Testing Design S

?‘f% Define stability testing design setup

Select your preferred design set for each time point and add reductions if necessary.

Number of factor combinations: 24

Time: 0 3 6 9 12 18 24 36
Design set: Al (W |Gl (W |C2 | w|CG3 |w|AT1 v |Bl W (B2 (e AT | w
Replicate design set: 0= 0= S 0} S 0= 01 0=
Center points: 0= 05 s 0} s 0= 0= =
Design set runs: 24 8 24 12 12 24
Total number of runs: 24 8| 8 8 24 12 12 24
Design sets: H =
Design set Balanced Condition number| #
[# Reduction: &, 1 (runs: 24)
# Reduction: B. 2 {runs: 12. 12) &
2 oo
Reduction 4
< Back Next > Finish a Reduction 5
Reduction &
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The lower part of the stability testing design setup page shows which reductions are
eligible and how many runs they contain. By clicking Expand all (the plus sign) more
details are provided.

For each design set, the augmented list of details informs about whether the design set
in question is balanced or not, its condition number and the number of runs it contains.

If you are not satisfied with the condition number or balance of the design sets, mark
the Reduction and click Resample at the bottom of the dialog window. In order to let
the algorithm take more than the default 60 seconds to search for the best design sets,
or shift the aim to search for the lowest condition number, click the Settings-button
next to Resample and make your change. Then mark the reduction and click
Resample.

Stability Testing Design -

% Define stability testing design setup

Design sets: H =2
Design set Balanced NOA Condition number

(#] Reduction: A, 1 (runs: 24)

(=] Reduction: B, 2 (runs: 12, 12}

B:1 Yes Yes 231403
B:2 Yes Yes 231403
ili i i X
= Reduction: C, Stability testing design -
81 | Letcalculations take up to | 60 seconds. L 3.20066
C2 3.20066
C:3 | (®)Search for a balanced design | 2.8043
(") Search for a low condition number
\ Concel
’2 Resample D Add reduction  »
< Back Mext = Finish Close Help
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Replicates and Center points

In the Number of factor combinations section you can specify number of times to
Replicate design set and number of Replicated points/Center points for each design set.

Generalized Subset Designs ?

$ Define Generalized subset designs

Select your preferred desig

Number of factor combinations: 10368
EDesign set: i w |Ci2 3

Replicate design set:
Replicated points:

Note here that when there are only qualitative and/or multilevel factors, the rows
labeled as center points (‘cp' in the Combination ID) in the Stability testing designs use
the first qualitative setting and one of the middle settings for the multilevel factors
while replicated point (‘rp') for GSD use any level to replicate.

For Stability test designs each design set (A, B, C etc.) includes all available
combinations of the factor settings. This means that, if there are no quantitative factors,
the center points will be replicates of another experiment for that design set. This also
means that, for the other time points the experiment matching the added "center point"
are marked 'cp' too.

Stability testing design worksheet

By clicking Finish on the stability testing design setup page, the worksheet of the
stability testing design is created. In our example, the worksheet comprises 120 runs.
An excerpt is shown below. Compared with the worksheet of a conventional DOE
protocol there are some minor differences. First of all, there is a new column, the
second from left, denoted Combination ID. There will be as many Combination IDs
as there are factor combinations (excluding the Time factor), i.e. 24 in our example; 25
if there are center points. Secondly, the column denoted Exp Name has a modified
naming structure for each experimental run, a modified structure which indicates
which factor combination and time point applies for each row in the worksheet.
Finally, there are two list boxes which enable subset selections of the experiments.
Subset selections can be accomplished based on the factor combinations and time
points.

B Worksheet -8 X
Included time points: |[ All] ~ | Included combinations: |[ All] hd
1 2 3 4 5 6 7 8 9 10 ~
|[__Exp No| Combination ID  ExpMame = RunOrder  Incl/Excl Time Strength Batch Package  Impurities
1 1cl c1-T0 1 Incl - a 10 Batch1 |+| PackA |+
2 2|2 c2-T0 2 Incl - a 20 Batch1 |w|PackA |+
H] 3|3 c3-T0 3 Incl - a 10 Batch2 |+ | PackA |+
4 4 c4 4-T0 4 Incl - a 20 Batch2 |+ | PackA |+
5 5|ch c5-T0 5 Incl - a 10 Batch3 |«|PackA |
6 6 b c6-T0 @ Incl - a 20 Batch3 |+ | PackA |+
7 7|7 c7-T0 7 Inc - a 10 Batch1 |~|PackB |+ -

In Stability testing designs it is common to start with one design set. This means that
the qualitative factor Design set will be constant for that factor. MODDE then
automatically excludes the factor and when you add design sets you have to manually
add the Design set factor to the model.
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Early stage data analysis — trajectory trending, Stability
testing design

The default data analytical method is MLR, which is a sound choice provided that
there are no major disturbances to the geometry of the stability testing design. Data
analysis of measured data can be done at any stage of the duration of the stability test.
In the early stages, say after 6 or 9 months, the focus lies on trending, i.e.,
understanding what will likely be the development trajectory of the response with time.
This kind of assessment is done with a simple regression model, usually involving only
Time as the single model term.

Subset selection of experiments representing different time spans is easily
accomplished by using the Included time points and Included combination boxes of
the worksheet. With all experiments included, the calculations automatically include
the experiments that have response values and ignores those without.

B2 Worksheet -0 x

Included time points: | 0;3; & ~ Included combingtions: |[ All ] -

v o 3 4 5 6 7 2 9 10 ~

v 3 Exp Name  RunOrder  Incl/Excl Time Strength Batch Package I

v 6 cl-T0 1 Inel - 0 10 | Batch1 |+|PackA |+ 1.50313
9 c2-To 2 Ind - ] 20| Batch1 [+| PackA [+ 1.3298
12 a-T0 3 Incl < ] 10|Batch2 [+ PackA |+| 1.41561
8 4 T0 4 Incl - o 20 Batch2 |+|PackA |=| 1.31665
2 5-T0 5 Inc S o 10 Batch3 |+|PackA || 1.32241

|36 _— -T0 & Ind = 0 20|Batch3 || PackA |=| 1.34488

T 7|7 c7-T0 7 Incl - a 10 Batch1 |- | PackB - 1.28007

8 BlcB c8-T0 2 Incl - [1] 20 Batch1 |+|PackB |+ 1.43107 | ¥

Below, we illustrate how main trend analysis of the Impurities trajectory can be done
incrementally after 3, 6, 9 and 12 months. The Factor Effect Plot, available on the
Predict tab, is an indispensable tool in this respect. Gradually, as more and more data
points become available, we can see that the precision — in terms of a narrowing
interval estimate — in the predicted level of Impurities is improved.

However, judging from this early stage trend analysis, we are at risk of violating the 36
months Max setting of the response. The question is whether any of the other factors
display a significant influence on the response? This is addressed in the next section.

10 12

TrrrrrrorrT
14 16 18 20 22
Time [month]

R2=0.094; RSD=0.08401; DF=30; Q2=-0.057;

LA L B B B B |
24 26 28 30 32 34 36

N=22;

Factor Effect Plot -0 X
Factor Effect for Time [month] - Stability testing design (MLR) ~ =—Predicted

Impurities «eee L conf, int,

3 weeel, CONE, N,

@ Worksheet

Interval=0.95 Prediction
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Factor Effect Plot

Factor Effect for Time [month] - Stability testing design (MLR)

-0 X

= Predicted

Impurities sessL. confl int.
2.6 sewel, confl int.
@ Worksheet
244
2249
£
S
=
E
1
1.4+
1.2
1= T T T T T T T T T T T T T T T T T T
o 2 4 & & 10 712 14 16 18 20 22 24 26 28 30 32 34 36
Time [month]
N=40; R2=0.273; RSD=0.07967; DF=38; 0Q2=0.202; Interval=0.95 Prediction
Factor Effect Plot -0 X
—Predicted

Factor Effect for Time [month] - Stability testing design (MLR)

Impurities sses L. conf, int
26 sessll, conf, int.
@ Worksheet
244
2.2
£
S
a
E
1
1.4
1.2
1I'I'I'I'I‘I'I'I'I‘I'I'I'\'I'I'I'I'I'I
0 2 4 &6 & 10 12 14 16 18 20 22 24 26 28 30 32 34 36
Time [month]
N=48; R2=0,381; RSD=0.0928; DF=46; 02=0.310; Interval=0.935 Prediction
Factor Effect Plot -0 X
= Predicted

Factor Effect for Time [month] - Stability testing design (MLR)
Impurities
24

sessL. confl int.

2.21

sewel, confl int.
@ Worksheet

Impurities
I £ B
1 1 |

Fa
h

L e e B B e e
o 2 4 & & 10 12
Time [month]

N=72; R2=0.506; RSD=0.1044; DF=70; Q2=0.477;

14 16 18 20 22 24 26 28 30 32 34 36

Interval=0.95 Prediction
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Early stage data analysis — assessment of factor effects

The main conclusion from the previous trend analysis was a worrying increase in the
predicted level of Impurities towards the end of the stability test. Because of this
undesired future trajectory it is of relevance to investigate the impact of the other three
factors on the response variable. In order to accomplish this assessment, the regression
model must be modified so that it includes all possible main and interaction effects; on
the Home tab, click Edit model.

Edit Model S

Model terms

y._/// Add terms to the model by selecting factors, and combining them
- into model terms.

Faor response: [ All responses ] hd
Factors: Mew term: Model terms (2):
== == | [Constant
Time:
Clear
Factors ==

Interactions ==

Squares ==
Int. &sq. ==
Remove
Undao Reset Enforce the mixture model hierarchy

Cancel Apply Help

The regression model, based on all 0-12 months' measurements, was updated using the
full set of main and interaction effects. A substantial increase in R2 was the result,
from 0.506 (Time factor only) to 0.768 (all main and interaction terms). This increase
in the explained variance points to the fact that one or a few of the additional model
terms exhibit a significant impact on the response variable. This can be further
assessed using the regression coefficient plot.

The regression coefficient plot shows a few noteworthy facts. It is evident that Time is
the strongest factor. It has a positive coefficient meaning that the numerical value of
the response variable increases with Time. However, there is also a statistically
significant influence of the Batch factor; in particular, the third batch exhibits a strong
positive influence on Impurities.
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Moreover, the coefficient plot reveals a strong interaction effect between Time and
Batch 3. The other two factors, Package and Strength, do not influence the response

variable.

[wa] Coefficient Plot

Coefficients (scaled and centered) - Stability design (MLR)

Impurities (Extended)

5
3
-
E 0.2
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o

02
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EEEdeced ZFZEELfeded il e fdéeddddad
EEEETEET ETEfE¥TEIEE 'EEEEEEE ¥
52 E R EEZ 2 2 8 58 EREEE 5 F 8B = E- 3
R~ - . . mmwnt?.u,u,‘, g [ a a £
@ omom - LA & A S N . =
gre e 5 & ==& oa w
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§ 805 EEE ]
S EEREEZEEZ R G 3
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£ £ £ £ £ £ £ £ £ =
2 d 28 ¥ 2 2y b
EkEEEE R Z 5 5
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N=72; R2=0.768; RSD=0.08731; DF=47; 02=0.469; Confidence=0.35

The Interaction Plot is a useful tool to get a graphical appraisal of an interaction.
Based on the plot below there is no doubt that Batch 3 has a detrimental impact on
Impurities compared with the other two batches.

Interaction Plot -0 X
Interaction Plot for T*Batch - Stability design (MLR) @ Batch (Batch 1)
Impurities W Batch (Batch 2)
2.1 A Batch (Batch 3)
2 bz
1.9+
B
51
o
E

Time [month]
N=72; R2=0.768; RSD=0.08731; DF=47; 0Q2=0.4E3

The main conclusion after analyzing the 0-12 months' segment of data is that Batch 3
is associated with a rapid and unacceptable increase in the level of Impurities. As a
consequence this batch should be excluded from further consideration in the stability
test. It will not comply with the final 36 months' acceptance criterion.
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Late stage data analysis

The early stage data analysis revealed that Batch 3 would not comply with the final
acceptance criterion. Hence, all existing samples (0-12 months) and all future samples
(18-36 months) including this factor setting need to be excluded from the data analysis.
The easiest way to accomplish this is to sort the MODDE worksheet according to the
Batch factor. Mark the Batch column, right click and click Sort descending. This will
give you a worksheet where all runs involving Batch 3 are listed first. Then simply
mark all rows containing Batch 3 and in the Incl/Excl column select Excl.

B Worksheet -0 x

Included time points: |0: 3; 6 9; 12 = | Included combinations: ([ All] -
1 2 3 4 5 6 7 ] 9 10 ~
ExpNo Combination ID ExpName = RunOrder  Incl/Excl Time  Strength  Batdl - s

1 1a cl-T0 1 Inc - a 10 Batch1

2 2 a2 c2-T0 2 Incl - a 20 Batch 1 Cut Ctrl+X

3 3 a3 3-T0 3 Incl - a 10|Batch 2 Copy Ctrl+C

4 4 cd cd-T0 4 Inc - a 20  Batch2 P Chley

5 5 ¢5 570 S |- 0 10/ Batch3 aste -

6 6 b c6-T0 & Incl - 0 20 Batch3 Custom sort...

7 7. 7-T0 7 Incl - a 10 Batch1 Sort ascending

8 8| cB cg-T0 g Inc - a 20 Batch 1

9 B -0 9 Incl S o 10 Batch2 ST

Add te Sort descending

Add to report Ctrl+R

Add experiment Ins
Delete Del
Save as..

Print Ctrl+P

T E XEEE DPE D <2

Before fitting the model on a larger time span (0-24 months) the model was again
edited by reverting to using the Time as the single factor. The resulting Factor Effect
plot for Time is seen here. The conclusion is that the 36 months' acceptance criterion
most likely will be met.

Factor Effect Plot - 0 %
Factor Effect for Time [month] - Stability testing design (MLR) ~ —Predicted

Impurities sessL. confl int.

2.1 =sas L. conf. int.

@ Worksheet

Impurities

B B o e e A N B B B B B B B S B L |
0 2 4 &6 & 10 12 14 16 18 20 22 24 26 28 30 32 34 36
Time [month]
N=64; R2=0.573; RSD=0.08447; DF=62; 0Q2=0.546; Interval=0.95 Prediction
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Summary and discussion

The new design family for stability testing is based on reduced combinatorial design
sets that are perfectly complementary when superimposed on top of one another. The
complementarity principle is illustrated by the three design cubes shown here. The
design cubes represent a three-factor problem where one factor has two levels, one
three levels and one four levels. The full factorial design in these three factors
comprises 2*3*4 = 24 runs. Each design cube represents a one-third fraction in 8 runs.
Mathematically, the three one-third fractions are equivalent and when superimposed on
top of one another they perfectly pattern the corresponding full factorial design. This is
the gist of the new approach to stability testing in MODDE, i.e., the ability to fraction
any stability testing design problem into reductions of various degree (design sets of
one-half, one-third, one-fourth, ... reductions) that are balanced and perfectly
complementary.

It should be emphasized that what is written and discussed in this appendix relates to
the context of work performed in early development. Usually, in early development it
is of relevance to explore many factors at many levels, and as early as possible to
discover factors and factor settings that clearly encode unfavorable instability in the
tested product. One of the interesting aspects of using the novel stability testing
designs in MODDE is that all levels of all factors are tested at an early stage even
though reduced design sets are employed. And this gives the beneficial asset of
allowing the user to detect and remove elements in the experimental scheme that cause
instability. Such early removal of uninteresting elements and zooming-in on critical
features in the stability testing facilitate optimal use of the available testing resources.
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